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Abstract of the contribution: This contribution proposes to add a solution for user plane session framework to enable (re-)selection of efficient user plane path.
1. Introduction
SA2 agreed in [1] that NexGen architecture should enable (Re-)selection of efficient user plane path:
Scenarios to be considered:
UE attached to the mobile network and communication peers outside of the mobile network (e.g. Internet hosts) 
UE and a service hosting entity residing close to the edge (including the radio access network) 
Minimising impact to the user experience (e.g. minimisation of interruption time and loss of packets) when changing the anchoring point for some or all packet data connections of a UE.
This paper proposes PDU Session topology. This proposal assumes that local switching support can be enabled for a certain PDU session (thus it requires update to the existing definition of PDU session in TR 23.799).
2. Limitations of the user plane path framework in 3G/4G
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[bookmark: _Ref411523765][bookmark: _Ref443910291]Figure 1: Packet forwarding between UE and Packet Data Network in 3G/4G networks

Figure 1 shows simplified the principle on how packets are forwarded between user equipment (UE1 and UE2) and a packet data network (PDN) based on the current 3G/4G core network architecture. All packets of a UE are sent along an end-to-end PDN connection between the user equipment and the IP anchor being the PDN gateway (P-GW) . The PDN gateway with the IP anchor is selected based on an access point name (APN) as specified by the UE or stored in the subscription profile. 
In addition, the 3G/4G architecture defines a mobility anchor, the serving gateway (S-GW). As long as a UE moves between access nodes with the same mobility anchor (serving gateway) the UE movement stays invisible to the PDN gateway with the IP anchor.
IP service packets travel along a path between UE, over the access node and the mobility anchor to the PDN gateway with the IP anchor. This path is independent from the actual target IP address of a service packet. Even if the target is a UE in the same cell or in a neighbour cell all packets are first forced to the IP anchor, which may be hundreds of kilometres away. The user plane of the PDN gateway with the IP anchor is the first entity with a processing function being able to forward the packet according to its target IP address (IP routing). In Figure 1 this function is indicated as “user plane processing” function (UPP).
While this architecture fits nicely for use cases with central service edges like Internet access or mobile broadband access to other packet data networks, it is obviously sub-optimal for more localized use case like vehicular ad-hoc networking or multi-edge content distribution scenarios with local service edges.
In the latter context, it is important to note, that in 3G/4G networks it is not possible to access two service edges, e.g. a local service edge and central service edge by using only a single PDN connection. It would only be possible by setting up two simultaneous PDN connections, each to one edge, which has the disadvantage of becoming visible to the UE, its operating system and application software. This is because the PDN connection model based Packet Switched Networking principles are inherited from 2G GPRS that makes each PDN connection to look like a different physical network interface from the IP stack point of view. In addition, a PDN connection has limitation to assign just one IPv4 address or IPv6 prefix i.e. IP multi-homing support is missing.
In a 5G architecture it is envisioned that user plane architecture should be specified in such a way that it enables support for efficient user plane path framework. Thus it is essential to consider support for local switching as part of PDU session framework.
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Proposal
It is proposed to add the following solution description to the TR 23.799 “Study on Architecture for Next Generation System”.
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6	Solutions
Editor's Note: This section describes the solutions to the key issues and solutions to architecture design. 
6.x	Solution principles for User plane Session to enable (Re-)selection of efficient user plane path
This solution applies to key issue 4 (Session Management) and key issue 5 (enable (re-)selection of efficient user plane path).
[bookmark: _Toc442563437][bookmark: OLE_LINK6][bookmark: OLE_LINK7]6.x.1	Architecture description 
[bookmark: _GoBack]In a 5G architecture it is envisioned that user plane architecture should be specified in such a way that it enables support for efficient user plane path framework. Thus, it is essential to consider support for local switching as part of PDU session framework.
[image: ]
Figure 2: Inter UE traffic forwarded by user plane processing functions located at mobility anchors.

Figure 2 shows a scenario with UPGW residing near the mobility anchors. This allows to shortcut the forwarding for traffic going directly between UE 1, UE 2 and UE 3. For this purpose, distributed service forwarding state needs to be synchronized across the UPGW functions, when a mobility anchor of a UE changes. 
[image: ]
Figure 3: Multi- edge scenario with ‘break-out’ to local service edge, while IP anchor stays central.

Figure 3 shows a multi-edge use case with a central edge site for accessing the Internet and with a local AS (e.g. for accessing the cached content of a content distribution network (CDN)). The service topology involves now three UPGW functions. The UPGW functions in both edge sites need to know about the mobility anchor 1 to forward service frames based on the IP address to UE 1. Additionally a UPGW function at the mobility anchor 1 examines the destination IP address of service frames sent by UE 1 and decides based on the destination address whether to transmit the service frame (i.e. encapsulate the service frame with a tunnel header addressed) to the central IP anchor or to the local service edge (AS).
Note, that in scenario of Figure 2 and Figure 3 only one host IP address that is centrally anchored has been assigned to the UE (as opposed to UE multi-homed to two different anchors).
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Figure 4: A service topology with three UPP functions that is only involving UEs, but no PDN gateway

Figure 4 shows another service topology also with three tunnel end points, but now only involving UE and no DN. In this use case the three UEs can communicate directly with each other without involving a UPGW @ IP anchor. The UPGW function in the mobility anchor needs to select the appropriate mobility anchor depending on the destination IP address (host route) of a service frame received from the UE. Service topologies like shown in Figure 4 are advantageous to support low latency virtual private network services as in vehicular ad hoc networking (VANET). 
Note, that Figure 4 shows on the bottom for UE3 the special case that the mobility anchor is collocated with the access node. Although use cases may be rare which require this extreme distribution of service functions, the user plane architecture covers also this case.
Note: the assumption is that the routing between UE1 and UE2 (without involving UPGW @ IPGW) is enabled based on operator policies (i.e. no firewall based restriction exists for such communication).
The use cases in Figure 2, Figure 3 and Figure 4 are examples, which show that service processing functions like IP forwarding functions, can lead to a more efficient solution when placed closer to the access than in a traditional Internet access scenario where the service processing resides in a central UPGW. For local and regional services, the distribution of service processing functions helps to minimize the number of network functions (hops) a user plane service frame needs to pass, thus reducing latency while at the same time increasing network efficiency and service availability. 
* * * End of Changes * * * 
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