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Abstract of the contribution: Analyse of need for multiple weight factors and DCN overload control
1. Introduction

Within the work for eDECOR and CIoT it has been discussed the need for a more granular use of weight factors to achieve load balancing (refer to TD S2‑154331 for eDECOR and TD S2‑154343 for CIoT) as well as a more granular network congestion control (refer to TD S2‑154326 and TD S2‑153964 for eDECOR). This paper aims at analysing the need for, and consequences of a more granular weight factors as well as a more granular network congestion control. The relation between weight factors and congestion control is also discussed. 
2. Background
To achieve load balancing within LTE between MMEs in an MME pool TS 23.401 (chapter 4.3.7.2) state that “The Weight Factor is typically set according to the capacity of an MME node relative to other MME nodes” and that “The Weight Factor is sent from the MME to the eNodeB via S1-AP messages”. And specifically for DECOR “When DCNs are used, load balancing by eNodeB is only performed between MMEs that belong to the same DCN, i.e. MMEs with the same PLMN and MMEGI value.”. Weight factors in this context are then a representation of the peer nodes (i.e. the MME’s) relative capacity “The Weight Factor is typically set according to the capacity of an MME node relative to other MME nodes.”.
For GERAN and UTRAN there are no weight factors sent from CN to RAN instead TS 23.236 (chapter 4.5) says that “Preferably, the NAS Node Selection Function in the RAN node balances the load between the available CN nodes.” and “The load-balancing algorithm is implementation specific.”. And specifically for DECOR “When dedicated core networks (DCNs) are used, load balancing by RNC/BSC is only performed between SGSNs that belong to the same DCN.”
Observation 1: Weight factors are a representation of the peer nodes’ (i.e. the MMEs or SGSNs) relative capacity
In TS 23.401 (chapter 4.3.7.4.1) it is specified how MME can control overload by indicating its load to connected eNodeBs: “In addition, under unusual circumstances, the MME shall restrict the load that its eNodeBs are generating on it if it is configured to enable the overload restriction. This can be achieved by the MME invoking the S1 interface overload procedure (see TS 36.300 [5] and TS 36.413 [36]) to all or to a proportion of the eNodeB's with which the MME has S1 interface connections.”. And furthermore “When rejecting an RRC connection request for overload reasons the eNodeB indicates to the UE an appropriate timer value that limits further RRC connection requests for a while.”
In TS 23.060 (chapter 5.3.6.4) it is specified how SGSN can control overload by requesting a reduction of the load imposed by the connected BSCs/RNCs: “In an overload situation the SGSN can request the RNC to reduce any kind of signalling traffic as specified in TS 25.413 [56b].  In addition, the SGSN can request the BSC/RNC to reject the RR(C) connection establishments from MSs that access the network with low access priority that its connected BSCs/RNCs are generating on it.”
Observation 2: Overload control is based on the load of the peer nodes (i.e. the MMEs or SGSNs).
Observation 3: Overload control aims at reducing the load on the affected CN node and not to redistribute the load to alternative CN nodes.
For eDECOR a new Key Issue has been introduced in TR 23.711 through TD S2‑154326 ‘Key Issue: Congestion Control for DCN Types’. This pCR is related to congestion control within a DCN “As a DCN may be able to serve different DCN Types, the load on the network may increase if a large number of UEs of different service characteristics (as per the different assistance information they provide to the RAN) are served by the same DCN.” and “The system shall be able to control congestion on the network based on DCN Type.”. A ‘DCN’ is in this context interpreted as a CN serving several dedicated core networks each dedicated core network identified through its DCN Type.
3. Problem description 

Possible weight factors to be considered as a consequence of eDECOR and CIoT are: 

· per DCN and CN node (SGSN and MME)

· per RAT

In addition weight factors per operator need to be considered when using a shared network
Possible overload indications to be considered as a consequence of eDECOR and CIoT are:
· per DCN and CN node (SGSN and MME)

· per RAT
In addition overload indications per operator need to be considered when using a shared network
4. Analysis 
The relation between weight factors and overload control

Overload control as described in chapter 2 aims at reducing the load on the affected CN node. The intention at overload is however not to redistribute the load on other available CN nodes but instead the RAN is requested to restrict the amount of signalling by rejecting RR(C) connection establishments from MSs/UEs. By that, one can see that before overload occur it is essential to have a mechanism that balances the load over the available CN nodes, thus as long as possible avoiding overload.
With a proper use of weight factors (either provided by the CN or configured in the RAN) all available CN nodes should in proportion get equally loaded. By that there is no use in redistributing load from one node to others in case of an overload situation at one node. On the contrary load redistribution would be unproductive as all available nodes would be almost equally loaded. Overload control must therefore aim at reducing the total load for the available CN nodes. 

Observation 4: Using weight factors enables load balance over the available CN nodes thus procrastinating invocation of overload control.
Differentiated weight factors - consequences
Complexity
Introducing new weight factors will lead to a more complex solution. If for example we have a GWCN sharing network with 6 sharing operators, using two RATs (WB-E-UTRAN and NB-IoT) and an MME node supporting 10 serving DCNs (per operator) it will lead to 120 new weight factors from a unique MME.
It will be required to determine each of the multiple weight factors per MME/SGSN node and it also means that the RAN configuration for GERAN and UTRAN will increase with these different parallel weight factors. Complexity in the RAN will increase with the additional number of weight factors and it is not clear that such detailed configuration in RAN and CN will be feasible.
As we have seen from chapter 2 there are no dynamic configuration or update from CN to RAN in GERAN and UTRAN. Instead all configuration needs to be done locally in the BSCs and RNCs. With a more frequent up- and downsizing of the capacity for the deployed DCNs and with separate weight factors per DCN this means a lot of configuration updates in the connected BSC or RNC nodes. 

Observation 5: Setting proper weight factor per each individual set of CN resources, handling a unique combination of DCN, RAT and Operator will in the general case be an extensive task.
Resource isolation
In a CN node supporting several DCNs there are many resources that are used commonly by all the DCNs in the node e.g. the S1 interfaces and possibly the interfaces to the HSS. This means that it is not possible to achieve a complete isolation and dedication of resources per DCN. Using separate weight factors for individual DCNs for load balancing purpose will thereby not  give the wanted effect of DCN isolation. Load for one DCN, distributed over the available CN nodes based on the configured weight factors, will also put load on other DCNs due to use of common resources.
Observation 6: Using separate weight factors for individual DCNs for load balancing purpose will not give the wanted effect as well as impact the load at other DCNs due to use of common resources.

Differentiated overload indications - consequences 

Complexity
The purpose of MME/SGSN overload indication to RAN is to reduce the signalling load to the MME/SGSN, not any redistribution. Indicating overload per DCN will increase the complexity due to identification and mapping from resources to different DCN(s).
Observation 7: Keeping track of load and indicating overload per each individual set of CN resource, handling a unique combination of DCN, RAT and Operator will in the general case be an extensive task.

Resource isolation

As stated above for a CN node and DCNs, there are both common resources and individual DCN resources, but if triggering overload from an individual DCN it is difficult to conclude if overload is present at the common resources or at the dedicated resource.  It is not even clear if it is possible to determine. Therefore it is not suitable to introduce overload per dedicated resources.
The overload is signalled on S1/Iu per node level between CN and RAN. It is not possible to achieve a complete isolation within the DCNs within a CN node. If the overload is present at both the common resources and the dedicated resources it is then unclear if the overload should be indicated per individual or common resource.
Observation 8: In an overload situation it could be difficult to determine whether the overload is present at a common resource and/or at a DCN dedicated resource.

A RAN node receiving Indication of overload for a DCN will not be able to execute reject on RR(C) connection establishment for UEs that via Service Request are requesting service from the overloaded DCN. At Service Request the identity of the intended DCN is not assumed to be included in the signaling from the UE due to the size of the Service Request message. For GERAN it is neither assumed that DCN will be included in the first LLC frame. The intended DCN will especially not be provided from a legacy UE.
Observation 9: Overload indication with a granularity on DCN level cannot be utilized by the RAN nodes.

5. Possible Solutions 
As shown in chapter 4 observation 9, it is not possible for a RAN node to make use of overload control indications on such detailed level as DCN. The reason is that UEs do not reveal the intended DCN at that time when they, due to overload, need to be reject by the RAN node. Therefore overload indications cannot be given on a DCN level.
Overload indications per RAT are already present for GERAN, UTRAN and legacy wideband (WB) E-UTRAN as separate interfaces are used for these. Introduction of NB-IoT handled in parallel with WB- E-UTRAN over a common S1 interface may give a need of separate indications for NB-IoT and WB-E-UTRAN.

Overload indications:
Regarding granularity at use of overload indications two possible solutions has been found:

· Solution A: No 3GPP change.
Keep the load indication definition as is.

· Solution B: Overload indication per RAT.
This solution introduces additional overload indications to be used separately for NB-IoT and WB-E-UTRAN. This means that each RAT supported by an MME node can have a specific overload indication.
Note that in solution B overload indications per DCN is not included as this is not possible to support by RAN.
Weight factors:
Regarding granularity at use of weight factors two possible solutions have been found:
· Solution C: No 3GPP change.
Keep the weight factor definition as is.

· Solution D: Weight factor granularity change.
This solution introduces additional weight factors to be used also for DCNs and different RATs. This means that each DCN in an MME/SGSN node can have a specific weight factor and that NB-IoT and WB-E-UTRAN also may apply different weight factors (for GERAN and UTRAN this is already possible today through configuration in the RAN).
6. Evaluation
Due to backward compatibility it must be possible to use only overload indications and weight factors as defined in legacy. For networks supporting a moderate number of DCNs and with good DCN/RAT resource isolation it could be beneficial with weight factors per DCN and RAT.
However, in a network supporting many DCNs the complexity of many weight factors may be overwhelming. A low grade of resource separation could also be a reason for avoiding granular setting of weight factors. Furthermore, in a network with CN nodes each only supporting one DCN/RAT (and thereby a very good DCN/RAT resource isolation), it is not necessary to set weight per DCN/RAT. And finally, in a network with homogeneous support of the DCNs it is sufficient to only indicate weight factor on a node level. 
For the reasons given above we believe that Solution B and solution D could be a good alternatives but only provided that it is optional in the standard to have support for Overload indications per RAT and optional in the standard to have support for Weight factor on a DCN/RAT level.
7. Conclusion and proposed way forward
The proposal is to select solution B and solution D as optional alternatives.
