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Abstract of the contribution: This contribution discusses the isolation aspects of Network Slicing and proposes isolation aspects to be considered.
Discussion

The system aspects of isolation need further discussions. Some related stage 1 requirements are copied into the first column of table 1 below.
	From NEO TR 22.864
	Comments

	The 3GPP System shall be able to identify certain terminals and subscribers to be associated with a particular network slice.
	A UE associated to a specific Network Slice Instance.

	The 3GPP System shall enable a UE to simultaneously obtain services from one or more specific network slices of one operator e.g. based on subscription or terminal type.
	Simultaneous access from a UE may create issues related to isolation.

	The 3GPP system shall allow the operator to operate different network slices in parallel with isolation that e.g. prevents data communication in one slice to negatively impact services offered by other slices.
	E.g. signalling load in one Network Slice Instance should not impact signalling load in another Network Slice Instance.

	The 3GPP System shall have the capability to conform to service-specific security assurance requirements in a single network slice, rather than the whole network. 
	Network Slice specific security requirements.

	The 3GPP System shall have the capability to provide a level of isolation between network slices which confines a potential cyber-attack to a single network slice. 
	Isolation from a security perspective.

	The 3GPP system shall allow the operator to authorize third parties to create, manage a network slice configuration (e.g. scale slices) via suitable APIs, within the limits set by the network operator. 
	Only authorized access to manage a Network Slice Instance.

	The 3GPP system shall support elasticity of network slice in term of capacity with no negative impact on the services of this slice or other slices.
	Resource utilization.

	The 3GPP system shall be able to change the slices with minimal impact on the ongoing subscriber’s services served by other slices, i.e. new network slice addition, removal of existing network slice, or update of network slice functions or configuration.
	Isolation from O&M and a life cycle management perspective

	The 3GPP System shall be able to support E2E (e.g. RAN, CN) resource management for a network slice.
	Resource utilization.

	The 3GPP system shall enable operators to use the network slicing concept to efficiently support multiple 3rd parties (e.g. enterprises) that require similar network characteristics.
	Re-use of defined characteristics in separate Instances.


As shown above, there are different aspects that may need to be considered in relation to isolation, which are further discussed and summarized below. 

Security related aspects
Different customers will have different security requirements. Isolation of Network Slice Instances from a security perspective should be handled by SA3, but it is likely needed to narrow down the threats and risks to something that is on an acceptable and manageable level. 

Some aspects may be:
· Implementation related aspects in virtualized environments
· Protocol related aspects
· Authentication and Verification by the network slice owner that the UE is authorized to access a certain network slice instance
· Authentication and Verification by the network operator that the UE is authorized to access a certain network slice instance
· (the two above may potentially be the same mechanism if the slice owner completely trust the network operator)

· Authentication and authorization of admin to the OAM part of a slice.

· Authentication and authorization of access to data related to a certain network slice instance (e.g. subscriber data or other type of data)

· etc.

Resource utilization

A complete isolation of resources between Network Slice Instances would not be cost efficient, i.e. while some customers may be prepared to pay for dedicated resources always being available others will want to only pay for what they use while maintaining some minimum guarantees at very high load. Means should be available to dynamically allocate resources to Network Slice Instances while avoiding starvation of other Network Slice Instances.
Note that there exist use cases that require completely “isolated” systems with dedicated RAN, dedicated transport, dedicated infrastructure etc, and the Nextgen system should not prohibit the possibility to build that type of system, but in a slicing context mechanisms for logically isolating network slices are required. The intention with network slicing is to enable the operators to more efficiently partition their networks without requiring dedicated, expensive, infrastructure.
Functions may be shared in at least two ways, shared function resources and shared functions. The first way, sharing function resources, means that functions for two different network slice instances are running on the same resource, but they do not interact. An example of this is two MMEs implemented in individual virtual machines running on the same cloud platform. For the second way, the functions are themselves shared, i.e., sharing a function between two or more network slice instances, means that a single function is servicing several network slice instances. A concrete example is an RRC function in an eNB which is shared by two network slice instances."
Signalling Load

Overload in one Network Slice Instance should not impact other Network Slice Instances. Means like Network Slice selection which does not signal to Network Functions used in other Network Slice Instances, Reject with back-off, Access Barring per Network Slice etc could be used to enable isolation between Network Slice Instances from a signalling load perspective.
Fault propagation
A fault in one NF of one Network Slice Instance should not propagate to other Network Slice Instances.

Operational aspects

Operational and life cycle management aspects are important when running multiple Network Slice Instances in parallel.
Example of aspects to be considered:

· It shall be possible to configure and operate one network slice instance without impacting other network slice instances. FFS if there will be some common aspects between network slice instances, depending on the architecture work.

· It shall be possible to retrieve KPIs/counters/alarms etc from a specific network slice instance.
Proposal
It is proposed to discuss the above aspects related to isolation and agree that the network slicing concept needs to support all those isolation aspects, but only some are in 3GPP scope.

It is therefore proposed to agree on which ones are within 3GPP scope. A draft proposal is:

1. Security related aspects
a. SA3
2. Resource utilization
a. SA2

3. Signalling Load
a. SA2

4. Fault propagation
a. SA2?

5. Operational aspects
a. SA5

It is also proposed to add the isolation aspects into an annex of TR 23.799.
****** Start of changes ******
Annex X: Isolation aspects of Network Slicing
X.1
General
It is important to clarify the different isolation aspect to consider in relation to network slicing. Some of the different aspects related to isolation to consider are listed in this annex.
x.2
Security related aspects

Different customers will have different security requirements. Isolation of Network Slice Instances from a security perspective should be handled by SA3, but it is likely needed to narrow down the threats and risks to something that is on an acceptable and manageable level. 
Some aspects may be:
-
Implementation related aspects in virtualized environments
-
Protocol related aspects
-
Authentication and Verification by the network slice owner that the UE is authorized to access a certain network slice instance 
-
Authentication and Verification by the network operator that the UE is authorized to access a certain network slice instance
(the two above may potentially be the same mechanism if the network slice instance owner completely trust the network operator) 
-
Authentication and authorization of admin to the OAM part of a network slice instance. 
-
Authentication and authorization of access to data related to a certain network slice instance (e.g. subscriber data or other type of data)
-
etc.

x.3
Resource utilization

A complete isolation of resources between Network Slice Instances would not be cost efficient, i.e. while some customers may be prepared to pay for dedicated resources always being available others will want to only pay for what they use while maintaining some minimum guarantees at very high load. Means should be available to dynamically allocate resources to Network Slice Instances while avoiding starvation of other Network Slice Instances.

Note that there exist use cases that require completely “isolated” systems with dedicated RAN, dedicated transport, dedicated infrastructure etc, and the Nextgen system should not prohibit the possibility to build that type of system, but in a slicing context mechanisms for logically isolating network slices are required. The intention with network slicing is to enable the operators to more efficiently partition their networks without requiring dedicated, expensive, infrastructure.
Functions may be shared in at least two ways, shared function resources and shared functions. The first way, sharing function resources, means that functions for two different network slice instances are running on the same resource, but they do not interact. An example of this is two MMEs implemented in individual virtual machines running on the same cloud platform. For the second way, the functions are themselves shared, i.e., sharing a function between two or more network slice instances, means that a single function is servicing several network slice instances. A concrete example is an RRC function in an eNB which is shared by two network slice instances."
x.4
Signalling Load

Overload in one Network Slice Instance should not impact other Network Slice Instances. Means like Network Slice selection which does not signal to Network Functions used in other Network Slice Instances, Reject with back-off, Access Barring per Network Slice etc could be used to enable isolation between Network Slice Instances from a signalling load perspective.

x.5
Fault propagation

A fault in one NF of one Network Slice Instance should not propagate to other Network Slice Instances.
x.6
Operational aspects
Operational and life cycle management aspects are important when running multiple Network Slice Instances in parallel.

Example of aspects to be considered:

-
It shall be possible to configure and operate one network slice instance without impacting other network slice instances. FFS if there will be some common aspects between network slice instances, depending on the architecture work; and

-
It shall be possible to retrieve KPIs/counters/alarms etc from a specific network slice instance.
The operation aspects are assumed to be out of SA2 scope.
****** End of changes ******
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