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1
Discussion

Service continuity in EPS (which in our terminology excludes the IMS) has traditionally been equated with IP address preservation. The intra- and inter-system handover mechanisms defined since Rel-8 support the notion of a common anchor point – the PGW- that “hosts” the UE’s IP address.

The concept was later further refined to allow inter-system handovers on PDN connection basis (MAPCON), or per-flow basis (IFOM, NBIFOM), the latter being enabled by the concept of multi-access PDN connections. However, the basic concept of IP anchor has remained throughout.

In parallel, on the IMS side 3GPP has defined a rich set of IMS service continuity mechanisms (TS 23.237) that allow the IMS client to escape the constraint of a single IP address in various ways. For instance, it is possible:

· to have the SIP signalling connection on one IP address, and media flows on another IP address.

· to change the IP address of a media flow (e.g. using SIP reINVITE).

· to have multiple SIP signalling connections from multiple IP addresses (i.e. case of multiple IMS registrations).

· to change the IP address of the SIP signalling connection.

· many other mechanisms for media session or control session transfer from one UE to another (which are not very relevant for this paper).

Despite the availability of such a rich arsenal of IMS level service continuity mechanisms, the dominant VoLTE model is still based on a single PDN connection and relies exclusively on IP address preservation to ensure service continuity. In other words, the IMS service continuity mechanisms are rarely used (with the SRVCC exception, which can be disregarded here as it involves interworking with the CS domain).
Looking outside of 3GPP for a moment, it can be noted that there are many “upper layers” that are able to survive an IP address change. This includes:
· SIP-based peer-to-peer applications.

· Applications for adaptive streaming over HTTP.

· MultiPath TCP (MP-TCP).

Some of these are also capable of concurrent operation over multiple IP addresses. In the case of adaptive streaming over HTTP it is even possible to change the content distribution server without breaking the service continuity.
While IP address preservation is and will remain important, in our view time is ripe for a paradigm change. We believe that 3GPP should study the interactions between IP address preservation and the upper-layer service continuity mechanisms, a topic that has not received sufficient attention so far (not even for the IMS service continuity mechanisms).
The NexGen architecture should be able to leverage the existence of upper-layer service continuity mechanisms in a way that benefits both the operator and the end user. One such benefit for the operator is the possibility for flexible placement and relocation of the IP anchor as the UE moves around. Such a placement of the IP anchor should lead to more efficient user plane paths and better network resource utilisation, and may also benefit the introduction of service providing entities (e.g. content distribution servers) residing close to the network edge.
The end user experience should also benefit from reduced end-to-end delays or from concurrent use of multiple IP addresses for the same data network/service.
2
Proposal

It is proposed to agree the text below for inclusion in TR 23.799.
####################### START TEXT FOR TR 23.799 ##########################
5
Key Issues and Solutions
5.x
Key issue: Service continuity
Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.

5.x.1
Description
This key issue will study solutions for service continuity that leverage the existence of upper layer service continuity mechanisms i.e. service continuity mechanisms above IP. Examples of such mechanisms include SIP-based mobility (including IMS service continuity), adaptive streaming over HTTP and Multi-Path TCP (MP-TCP).
The purpose of this key issue is to study: 

· Scenarios where leveraging upper layer service continuity mechanisms are beneficial in the light of the SMARTER requirements.

· How to identify traffic flows that can rely on upper-layer service continuity, traffic flows that shall/should use IP address preservation and traffic flows that do not require any service continuity support.
· How to handle the different types of flows at NexGen level.
· For flows that can rely on upper-layer service continuity, how to determine the trigger and how to invoke the upper layer service continuity in a way that minimizes the impact to the end user experience.
####################### END TEXT FOR TR 23.799 ##########################
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