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AMQP Advanced Message Queuing Protocol: Protocol Specification
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TS 23.709 Study on optimizations to support high latency communications

============== CHANGE ========================

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AS
Application Server

AMQP
Advanced Message Queue Protocol
CDR
Charging Data Record

CDF
Charging Data Function

CGF
Charging Gateway Function

CP
Communication Pattern

DDN
Downlink Data Notification

IWK-SCEF
Interworking SCEF

MQTT
Message Queue Telemetry Transport
MTC
Machine Type Communications

MTC-IWF
Machine Type Communications-InterWorking Function

PCRF
Policy and Charging Rules Function

P‑GW
PDN Gateway

PSM
Power Saving Mode

SCEF
Service Capability Exposure Function

SCS
Services Capability Server

SLF
Subscriber Location Function

SME
Short Message Entities

SMS-SC
Short Message Service-Service Centre

SRI
Send Routing Information
============== CHANGE ========================

4.5.X
Queue-based data delivery for Non-IP data

SCEF may optionally present a Queue-style interface to the Application Server, for the purposes of carrying UE data and signalling.
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Figure 4.5.X.1 – Queue interface presented at SCEF

Queue interfaces such as AMQP [RX1] and MQTT at the SCEF interfaces allow application servers to connect up to an aggregated ‘Feed’ of data from multiple UEs. They offer a reliable transport for Data, Indication and Configuration messages.  The messages include a UE ID, so one connection over a Queue Interface will carry messages for many UEs.
The specific network element that implements the queue interface, over which a UE’s data may be sent, may be determined from details associated with the UE stored in the HSS.  Details of this are in 23.401 [7].  Alternatively, when the AS connects to the network, it indicates that it can accept data for a set of UEs, which allows the network to route data out of the network.
Storage of messages within the SCEF can provide increased reliability when the connection to the AS is imperfect.  The SCEF is a sensible element to store messages when the UE’s location is unknown to the MME.

============== CHANGE ========================
5.X
Queue-oriented non-IP procedures

5.X.1 Application server connection
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Figure 5.X.1.1 Queue set-up procedure for a UE
Figure 5.X.1.1 shows the Application Server indicating that it can accept and generate data for a UE. 

1. The AS uses an existing queue subscription on the SCEF.  The previous establishment of this subscription would have typically involved some exchange of credentials, to validate both ends of this secured connection.  
2. The Application Server claims the UE, by passing in details for the UE for which it is an endpoint.
3. The network validates the Application Server’s claim for this UE.  If it is successful, the network will store the Application Server as an appropriate destination for this UE’s data.

4. The network sends a message to the Application Server to indicate the claim was completed successfully.

5.X.2 MO Traffic Flow
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Figure 5.X.2.1 MO Traffic Flow using a Queue Interface
Figure 5.X.2.1 shows the MO traffic flow from the UE, through the network to the AS:

1. The AS uses an existing queue subscription on the SCEF, which has a claim for the UE.
2. The UE connects to the Network, allowing the device to communicate data. 
3. The UE sends some data to the RAN, with some acknowledgement.  
4. The Network determines the correct destination for the data, based on the context associated with the data.  
5. Data is sent to the correct SCEF over the T6a reference point.

6. If there is already a subscription that can bear the UE’s data, the data can be sent immediately.  If not, it the data is buffered in the SCEF.  
7. The queue protocols used either allow immediate, asynchronous transfer of data over the queue, or allow the AS to pick up the UE data from the network later. By the nature of the Queue protocols, this transfer is reliable. If the data fails to be transferred and acknowledged, it remains enqueued on the SCEF. 
5.X.3 MT Traffic Flow – UE is in EMM_REGISTERED
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Figure 5.X.3.1 MT Traffic Flow using a Queue Interface
Figure 5.X.3.1 shows the MT traffic flow from the AS, through the network to the UE:

1. The AS uses an existing queue subscription on the SCEF, which has a claim for the UE.

2. The AS sends some data to the SCEF over its queue subscription.  The data is identified as being for a particular UE.  
3. The SCEF stores the data until there is a RRC Connected indication.  This is some message store that can be indexed by the UE ID
4. The SCEF sends a UE Reachability Indication Request.  This may subsequently cause paging of the device.

5. The UE connects to the network
6. The network generates a UE Reachability indication
7. The SCEF retrieves the stored D/S data for the UE, by dereferencing its index based on the UE ID.
8. The data is sent over T6a.
9. The network routes the data towards the UE
10. The RAN will send data to the UE, with acknowledgement.
5.X.4 MT Traffic Flow – UE is in EMM_DMREGISTERED
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Figure 5.X.4.1 MT Traffic Flow using a Queue Interface

Figure 5.X.4.1 shows the MT traffic flow from the AS, through the network to the UE:

1. The AS uses an existing queue subscription on the SCEF, which has a claim for the UE.

2. The UE is in an EMM_DEREGISTERED state, which implies the network does not know its location.

3. The AS sends some data to the SCEF over its queue subscription.  The data is identified as being for a particular UE.  
4. The SCEF stores the data until there is a RRC Connected indication.  This is some message store that can be indexed by the UE ID.
5. The UE connects to the network
6. The network now places the UE in a EMM_REGISTERED state.

7. The network generates a UE Reachability indication

8. The SCEF retrieves the stored D/S data for the UE, by dereferencing its index based on the UE ID.
9. The data is sent over T6a.
10. The data is routed towards the UE
11. The RAN will send data to the UE, with acknowledgement.

5.X.5 Message Queue Control Extensions

The transport offered by Queue Interfaces is used as part of the transfer non-IP data between the UE and AS. The message queue transport is also used to carry control messaging between the AS and network.  .

5.X.5.1 Message Delivery Notification

When data is passed to the network for transmission to a UE, the AS may need to know whether the data has been transferred to the UE successfully.  This delivery information allows the AS to provide feedback to its users and to track the amount of data queued for a specific UE.  The delivery information can be used by the AS to cause appropriate retransmissions of data,  
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Figure 5.X.5.1.1 MT Message Delivery Notification using a Queue Interface
5.X.5.2 Message Replacement

Under some circumstances, MT traffic may be buffered in the Network for a long time.  The data within this traffic may become out-of-date, superseded or stale.  The buffered message can be replaced, in order to reduce the transmission of superseded messages to the UE.
Each message supplied from the AS may include a unique ID, such as a UUID.  This message ID can be used in subsequent interactions with the AS, to allow message deletion.
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Figure 5.X.5.2.1  MT Message Replacement using a Queue Interface
Message deletion may also be triggered automatically by a “time to live” from the AS, at the point when the message is queued in the network.
5.X.5.3 UE Status Control and Notification

UE Status control, particularly pertaining to High Latency communications, is discussed elsewhere in this document, in 23.401[7], and in 23.709 section 5.3 [RX2]  The indications and controls associated with UE Status can be delivered over the Queue interface at SCEF.  This includes details on RRC Connected Indication. 
============== END of CHANGES ========================
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