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Background
At SA2#112, CIoT related CRs were endorsed. CR (0154) in S2-154400 introduced Non-IP data delivery via SCEF. This was to be used in conjunction with CR (2951) in S2-154452 and CR (2942) in S2-154451 to allow enabling of Non-IP data delivery for a given UE via SCEF. At the time of endorsing the CRs, whether and how UE requests for Non-IP service SCEF was not discussed or outlined. It is to note that, S2-154400 assumed that NIDD setup is started by the SCS/AS. 
The SA2 offline calls which have followed since have raised many questions on the same topic. This paper discusses alternatives on how SCEF connection for a given UE can be established with the aim of having SA2 select one way forward for Rel-13. In case Option 2 (UE requests Non-IP service via SCEF using new PDN type = “SCEF” + SDT-PDU for MO/MT data) is chosen then accompanying CRs are provided in S2-160275 and S2-160276.
For the purpose of this document the SCEF connectivity service refers to providing Non-IP connectivity between UE and external networks via SCEF. 
Working Assumptions (made from pre-SA2#113 offline CC#1 - CC#5 conference calls) for SCEF connectivity service
0. Non-IP route via SCEF is supported for Soln#2 i.e. Control Plane only.
1. SCEF connectivity service should be separate from PDN connectivity service. This implies SCEF connection can be established and releases independent of PDN Connection. 
2. Network should support possibility for NIDD via MME and SCEF without the need to deploy any xGW. 
3. UE shall be made aware that MME support SCEF connectivity. 
4. UE shall indicate its preference to establish NIDD via SCEF (see options below)
5. Support of NIDD via SCEF for EMM-only attached UE (see options below)
/0/ is an important point because throughout the TR phase, and until SA2#113 CC#5, support of Non-IP data via SCEF route was to apply to Control-plane CIoT optimizations only. There has been a mention (on MTC reflector) of wanting to support Non-IP data via SCEF Route to apply for User-plane CIoT optimization as well. To extend it do User-plane optimizations would imply involvement of and interaction with the SGW and/or PGW. Presently, the Rel-13 SCEF architecture doesn’t have involvement w/ SGW. This should be a good topic for Rel-14 and beyond.Proposal 1: For Rel-13 keep Non-IP support via SCEF route to apply to Control-plane CIoT optimizations only.

 

To ESM or to EMM for enabling Non-IP system support?

Either EMM or ESM signaling can be used to establish SCEF connectivity service for a given UE.  

Option 1 is to use EMM signalling. 
Option 1.1: EMM indicators in ATTACH + Keep NIDD config model per S2-154400 (Samsung CRs in xxxx)
In order to use NIDD via SCEF, connection setup between UE and MME and between MME and SCEFSCS/AS are required. The UE and MME need to negotiate the support of NIDD via SCEF to setup the connection between the UE and the MME during EMM procedure. And the SCS/AS need to trigger NIDD configuration to setup the connection between MME and SCS/AS. As a result of NIDD configuration, MME obtains the uplink path information (SCEF ID) and downlink path information (IMSI) associated with the SCEF Reference ID, and the SCEF obtains the uplink path information (SCS/AS ID) and downlink path information (Serving MME address) associated with the SCEF and SCS/AS Reference ID. Therefore, the NIDD configuration is a prerequisite to use NIDD via SCEF.
Pros 
· Allows NIDD via SCEF for EMM only attach UEs. 
Cons
· Assumes NIDD configuration to happen before any MO data can be sent. Attach and NIDD is not synchronized.
· Current design restrict one SCEF per UE
· Multiple applications support
One way to mitigate the Cons is to make the distinction between “SCEF connectivity service allowed” (sent if NIDD config is done prior to ATTACH) v/s “SCEF connectivity service provisioned” (sent if NIDD config is done after ATTACH). UE is expected to not send MO or receive MT data until it gets “SCEF connectivity service provisioned”.
Although the Rel-13 MONTE/AESE architecture which resulted in the creation of SCEF supports multiple SCS/AS(s) communicating with multiple SCEFs, the solution as defined in S2-154400 requires enhancements to support multiple applications. Note, S2-154400 allows only a single SCEF Reference ID to be sent to the MME. So, although SCS/AS can trigger NIDD configuration for same UE (because mapping of multiple SCS/AS Reference Ids to a SCEF Reference Id is allowed), SCEF needs to reject that configuration request otherwise distinction between multiple applications at SCEF (for proper MO and MT routing) isn’t possible. To perform proper SCS/AS routing in such cases would imply for the SCEF to have knowledge of the supported Non-IP protocol(s).
Also UE is not aware that NIDD configuration data is corresponding to which SCS/AS. UE may send non-IP data for SCS/AS1 while SCEF may have NIDD configuration for SCS/AS2. In this case MME will transparently pass the data to SCEF and SCEF has to reject it.  

Option 1.2: EMM indicators in ATTACH + network selects SCEF (Not described in any papers at the time of authoring of this document)
The idea would be that via EMM indicator UE indicates desire to establish Non-IP service via SCEF. MME uses this indicator as a cue to select an SCEF to establish T6a connection. The SCEF used may be either be configured locally at MME or is provided as a subscription parameter by HSS. Support for multiple applications would require a new control protocol between UE and SCEF. Hence, this option isn’t recommended to be investigated further.

Option 2 is to do it in ESM signalling
In this case SCEF connection is similar to PDN connection and has EPS bearer ID. EBI is allocated by MME, and is sent to UE and SCEF. 
NOTE: During inter-node context transfer, source node (e.g. old MME) needs to further qualify to the destination node (e.g. new MME/SGSN) that a particular EBI is being used for providing SCEF connectivity service. This will allow destination node to appropriately accept/reject the particular EBI.
APN can be used for SCEF selection. The APN for SCEF connectivity service is provisioned in HSS. It may optionally be provided by UE. UE performing CIoT attach will include it in ESM container. EMM only attach UE would need to do PDN connectivity request after Attach. MME applies PGW and/or SCEF selection based on either PDN-type + APN combination. 
Note, for operators wanting to deploy Non-IP via SGi route, support for PDN type “Non-IP” is required.

Option 2.1: Reusing PDN Type = non-IP: (ALU CRs from Alessio and Mike)
If PDN Type is set to non-IP then same mechanism for non-IP data delivery via P-GW can be used and it will be transparent to UE if data is routed via SCEF or P-GW. On the flip side there will be no difference between SCEF connectivity service and PDN connectivity service.  It will not address the working assumption to have SCEF connectivity service separate from PDN connectivity service which MNO can offer to M2M service provider (e.g. as messaging service). It will also limit the service to non-IP support only. 
Usage of APNs in conjunction w/ PDN type = “Non-IP” may serve to distinguish Non-IP service provided via SGi/PGW or SCEF route. However, this would require APN knowledge at the application-level both in the UE and the Network and the SCS/AS(s) (which are typically outside the control of an operator). Even then, service support for roaming UEs can’t be guaranteed as the VPLMN may employ the APNs for a different service. One way to mitigate that would be to have, similar to IMS APN, a set of standardized APNs to indicate the Non-IP services. This can be considered too impractical. 

Support for Multiple Application:
One critical aspect of SCEF connectivity service to consider is support of multiple applications in UE and the network. Low complexity CIoT devices may run single application but multimode devices may have requirement to rum multiple applications. Such a requirement is quite common on smartphones, and Capillary networks/IoT gateways (e.g. home automation gateway connecting multiple sensors) etc. It is desired that SCEF connectivity service provides supports for these scenarios by supporting multiple applications simultaneously.
In order to support multiple application each application can be assigned separate APN. However, it is an impractical and unclean way of supporting multiple applications. Presently, there is a system limitation of 11 EBIs which can be granted by the network and it is restricted to IP PDNs. Adding Non-IP PDNs support would now mean that max# of {IP + Non-IP} EBIs = 11
Pros 
· Similar to support for PDN connection. Multiple PDN can be supported.
· SCEF connectivity service can carry IP and/or non-IP data. 
Cons
· Multiple application support is via use of multiple PDN connections. 
· APN knowledge (or additional similar classification parameters) is required at the application level (both in UE and the network). Even then, there is no guarantee for solution to work in roaming cases.
· No distinction between SCEF connectivity service and PDN connectivity service. 
· For EMM only attach UE cannot do NIDD via SCEF. This requires ESM signalling (PDN connectivity request) to be sent to MME. 


Option 2.2: Using PDN Type =SCEF: (S2-160275 and S2-160276)
The authors of this paper believe that in order to encourage the application / Non-IP world to use 3GPP networks, the 3GPP network should allow for support of multiple Non-IP applications for the same UE. Hence, the authors believe that a clean and future proof design would require:
· simple Protocol Data Unit (PDU) between UE and SCEF referred to herewith as SCEF Data Transfer protocol (SDT)
· “connection-less” routing between UE and the SCEF (modelled around SMS)
How it works?
Either in ATTACH or in PDN CONNECTIVITY REQUEST, ESM container contains PDN type = SCEF. HSS subscription information contains, similar to PDN subscription context an SCEF subscription context which includes an SCEF identity corresponding to an APN. UE doesn’t include APN with this PDN type because its configured on the HSS. MME establishes T6a connectivity to the indicated SCEF. MME sends EBI + External Ids to SCEF. A combination of EBI + External Ids uniquely identifies SCEF connectivity service for a given UE across the T6a connection. Since the External Ids are made available to SCEF, SCS/AS(s) can dynamically connect to the SCEF selected for this UEs (via service discovery mechanisms which are outside of 3GPP specifications scope). This prevents hair-pinning of SCS/AS(s) to SCEFs. After an SCS/AS(s) requests NIDD configuration for a specific External Identifier towards the selected SCEF, MO/MT data can be exchanged. 
To allow MO/MT data, SDT PDU is used between UE and SCEF. SDT PDU at minimum needs to contain: 
· Source Identifier: Identifies the sender of SDT-PDU. For MO, it is External-ID. For MT, it is identity of SCS/AS.
· Destination identifier: Identifies the receiver of SDT-PDU. For MO,  it is the identity of SCS/AS. For MT, it is External-ID.
· Transaction Identifier: Identifies a particular MO or MT transaction
· Protocol type: Indicating the type of data being carried within SDT-PDU. If SDT-PDU headers aren’t ciphered, then MME in VPLMN can utilize this information to reject the SCEF service. Eg if VPLMN has agreement w/ HPLMN to allow SCEF connectivity service for 6LowPAN but not MQTT-SN, and if UE is requesting SCEF connectivity service for MQTT-SN, then based on protocol type in SDT-PDU, MME can reject the request.
Along with the allocated EBI, SDT PDU will be encapsulated in the NAS message (similar to how SMS o/ NAS works today) to allow MO/MT data.  
SDT PDU will be done by CT group(s).

Pros 
· Multi-application support is baked in. 
· Although being designed for Non-IP data, IP data for SCEF connectivity service can be added independently. 
Cons
· EMM only attach UE cannot do NIDD via SCEF. This requires ESM signalling (PDN connectivity request) to be sent to MME.
· SDT PDU to be done by Stage 3

Reliability aspects of SCEF connectivity service: 
Presently, 3GPP system transports IP data unreliably (since GTP-u is based on UDP which is an unreliable transport). So, for applications requiring reliable transport use appropriate higher layer protocols (>L3:IP) such as TCP o/ IP, SCTP o/ IP etc. We can assume that SCEF connectivity service does not provide reliable transport of data. However, to aid operators in “selling” SCEF connectivity service as a reliable transport service, acknowledgements between UE and SCEF (similar to SMS service) can be designed.
Proposal 2: For Rel-13, Use option 2.2 i.e. ESM signaling (PDN-type = SCEF) along w/ SDT-PDU for SCEF Connectivity Service.  


Conclusions:
The authors of this paper recommend the following for Rel-13 support of Non-IP data via SCEF route.Proposal 1: For Rel-13 keep Non-IP support via SCEF route to apply to Control-plane CIoT optimizations only.

Proposal 2: For Rel-13, Use option 2.2 i.e. ESM signaling (PDN-type = SCEF) along w/ SDT-PDU for SCEF Connectivity Service.  


Accompanying CRs are provided in S2-160275 and S2-160276.
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