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1
Discussion

Depicted in Figure 1 is a simplified system architecture that is used to describe the proposed bearerless QoS framework.


[image: image1.emf]AF

UE

CP

cloud

UP-GW

CN

NG3

UP-GW RAN

NG4

NG8

NG5

NG5

NG6 NG1

NG2

NG7


Figure 1: Simplified architecture for description of the QoS framework
It is assumed that the Core Network (CN) in the next generation system architecture will have “native” support for Network Function Virtualisation (NFV) and Software Defined Networking (SDN).

The Control plane functions are assumed to be grouped in a Control Plane cloud (CP cloud). In comparison to EPS, the CP cloud may include the functionalities similar to those provided by the MME, SGW-C, PGW-C and PCRF combined together:

The User plane functions are supported on User Plane gateways (UP-GWs). While the number of UP-GWs engaged for a given UE, as well as their detailed roles, are not considered as part of this proposal, it is assumed that at the high level the functions provided by the UP-GWs are similar to those provided by the user plane functions of SGW and PGW (i.e. SGW-U and PGW-U).

The following reference points are assumed for the purpose of describing the QoS framework:

NG1:
Reference point between the UE and the RAN. Similar to Uu in EPS.
NG2:
Reference point between the UE and the CP cloud. Similar to the NAS interface in EPS.

NG3:
Reference point between the RAN and the CP-cloud. Similar to S1-MME in EPS.
NG4:
Reference point between the RAN and the first UP-GW on the user plane path. Similar to S1-U in EPS.

NG5:
Reference point between the CP cloud and a UP-GW. Similar to Sxa, Sxb, Sxc in TR 23.714 [x].
NG6:
Reference point between two UP-GWs. Similar to S5-U in TR 23.714 [x].

NG7:
Reference point between the Core Network and an external Packet Data Network (PDN). Similar to SGi in EPS.
NG8:
Reference point between the CP cloud and an Application Function (AF). Similar to Rx in EPS.

It is assumed that the following EPS concepts will be carried over in the NexGen system (not necessarily in the same form as today):
-
PDN connection.
-
The right-most UP-GW (i.e. the UP-GW hosting the NG7) is the IP point of presence for the UE’s PDN connection.
-
Some sort of tunnelling is used on NG4 and NG6 to enforce the traffic routing between the RAN and the right-most UP-GW.
2
Bearerless QoS framework
Depicted in Figure 2 is the proposed bearerless QoS framework.
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Figure 2: Bearerless QoS framework
Upon establishment of a PDN connection a single “fat pipe” is established on the user plane path between the RAN and the UP-GW hosting the NG7 reference point i.e. over NG4 and NG6. The NG4 and NG6 fat pipes are implemented with some sort of tunnelling and carry all traffic associated with the PDN connection in a single tunnel, regardless of the QoS of individual traffic flows. It is expected that in many deployment scenarios the bandwidth capacity on NG4 and NG6 will be overprovisioned, requiring no QoS handling mechanisms. In all other cases QoS handling over NG4 and NG6 relies on per-packet marking in the tunnelling header.
When a new traffic flow is to be added to an established PDN connection the Application Function (AF) sends a per-flow QoS request over NG8 to the CP cloud. The per-flow QoS request is similar to that sent over Rx today. It consists of a flow descriptor (e.g. IP 5-tuple) and media/application information for QoS control (e.g. application identifier, media type, bandwidth, application priority).
The CP cloud forwards a per-flow QoS request to the RAN via NG3. The per-flow QoS request contains information similar to that sent over Gx today i.e. a flow descriptor (e.g. IP 5-tuple) and per-flow QoS information (e.g. QCI, GBR, MBR, ARP). In contrast to the QoS information sent to RAN in EPS, where the QoS information is associated with an EPS bearer, in this proposal the QoS information is associated to an IP flow.
The CP cloud may optionally forward the per-flow request to the UP-GWs over NG5. Note that for non-GBR traffic it will typically not be necessary to update the UP-GWs with QoS information, however, in some cases it may be necessary to provide flow description information to UP-GWs for purposes other than QoS (e.g. LI, charging or gating).

The per-flow QoS information may further be signalled to the UE either as “non-access stratum” (NAS) information via NG2, or as “access stratum” (AS) information via NG1. In the former case, the NAS information is carried within a “NAS container” inside the NG1 messages.

Regarding QoS control over NG1 there are at least the following options (to be discussed with RAN groups):
Option (a): In this option there is no notion of Radio Bearers (RBs) over NG1 for all traffic (both GBR and non-GBR). The RAN and the UE use directly the per-flow QoS information to decide which packet goes next over the air. UE receives the per-flow QoS information either from the CP cloud as NAS information, or from the RAN as AS information. Downlink packets belonging to different PDN connections are identified in the UE via the Destination IP address/prefix and routed internally accordingly. Similarly, uplink packets belonging to different PDN connections are identified in the eNB via the Source IP address/prefix and routed on the appropriate NG4 fat pipe for that PDN connection. Dedicated RBs may be used only to support a subset of flows (e.g. flows that rely on Acknowledged Mode (AM) RLC service; to be determined by RAN groups). For such RBs the RAN makes the bearer binding decision and provides bearer binding information to UE over NG1.

Option (b): The notion of Radio Bearers (RBs) is preserved over NG1, each Radio Bearer being associated with a PDN connection (i.e. with an IP address/prefix) and per-RB QoS information. In this case the RAN and UE perform a bearer binding function i.e. mapping of packets to RBs in the DL and UL, respectively. The bearer binding decision is made by the RAN and the bearer binding information (i.e. packet filters and associated RB identifiers) is signalled over NG1. Similar as today, the per-RB QoS information may use a completely different set of parameters (e.g. Priority Bit Rate and RB priority) derived from the QoS information received over NG3.
Depicted in Figure 3 is a call flow for addition, modification or deletion of a traffic flow.
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Figure 3: Call flow for flow addition, modification or deletion
1.
UE establishes a PDN connection. In the process a “fat pipe” is established over NG4 (i.e. between RAN and the first UP-GW on the user plane path) and NG6 (i.e. between neighbouring UP-GWs). The number of UP-GWs engaged for the UE, as well as their roles, are out of scope of this proposal.

2.
The AF requests addition or modification of a traffic flow by sending a [NG8] QoS Request (Flow Descriptor, App/Media Info) message to the CP cloud. Flow Descriptor contains information to identify the traffic flow (e.g. IP 5-tuple). App/Media Info contains application information for QoS control (e.g. application identifier, media type, bandwidth, application priority).
3.
If the CP cloud decides to accept the request, it derives the per-flow QoS parameters to be used in the NexGen system and sends a [NG3] QoS Request (Flow Descriptor), Flow QoS) message to the RAN. The Flow Descriptor parameter is the same as in step 2. The Flow QoS parameter contains the per-flow QoS parameters (e.g. QCI, GBR, MBR, ARP).
4.
Option 1: The CP cloud sends a [NG2] QoS Request (Flow Descriptor, Flow QoS) message to the UE. This message is sent only if the Session Management signalling related to addition/removal of traffic flows remains a NAS function as today. If this step exists, the actual message transfer over NG1 is carried out as NAS Message parameter in step 5a or step 5b.
There are at least the following two options for step 5:

5a.
Option 2a: In this option there is no notion of Radio Bearers (RBs) over NG1 for all traffic (both GBR and non-GBR). The RAN and the UE use directly the per-flow QoS information contained in the Flow QoS parameter (received by RAN in step 3) to decide which packet goes next over the air. UE receives the Flow Descriptor and Flow QoS parameters either as access stratum parameters (case where step 4 does not exist) or as part of the NAS Message parameter (case where step 4 exists).

Downlink packets belonging to different PDN connections are identified in the UE via the Destination IP address/prefix and routed internally accordingly. Similarly, uplink packets belonging to different PDN connections are identified in the eNB via the Source IP address/prefix and routed on the appropriate NG4 “fat pipe” for that PDN connection.

Dedicated RBs are used only to support a subset of flows (e.g. flows that rely on Acknowledged Mode (AM) RLC service; to be determined by RAN groups). For such RBs the RAN makes the bearer binding decision and provides bearer binding information (i.e. packet filters and associated RB identifiers) to UE over NG1 in the optional RB Descriptor parameter.

NOTE: If Flow QoS is provided to UE in step 4 using NAS signalling, step 5a is executed only for RBs requiring dedicated RBs and only contains the RB Descriptor. If step 4 does not exist, step 5a is always executed.
5b.
Option 2b: In this option Radio Bearers (RBs) are used over NG1 for all traffic as in today’s EPS, each Radio Bearer being associated with a PDN connection (i.e. with an IP address/prefix) and per-Radio Bearer QoS information. In this case the RAN and UE perform a bearer binding function i.e. mapping of packets to RBs in the DL and UL, respectively. The bearer binding decision is made by the RAN and the bearer binding information (i.e. packet filters and associated RB identifiers) is signalled over NG1 either as part of the RB Descriptor parameter (case where step 4 does not exist) or as part of the NAS Message parameter (case where step 4 exists).
Similar as today, the per-RB QoS information may use a completely different set of parameters (e.g. Priority Bit Rate and RB priority) derived from the Flow QoS parameter received over NG3. The RB QoS information is sent as the RB QoS parameter.
6.
The RAN acknowledges the successful addition or modification of the traffic flow by sending a [NG3] QoS Response message to the CP cloud.

7.
The CP cloud may optionally send a [NG5] Flow Request (Flow Descriptor, Action, [Flow QoS]) message to the UP-GWs. It is expected that in many deployment scenarios the bandwidth capacity on NG4 and NG6 will be overprovisioned, requiring no QoS handling mechanisms. For such deployment scenarios this step is performed (if required) for purposes other than QoS (e.g. LI, charging or gating). The Action parameter indicates the type of action that is requested for the traffic flow identified with the QoS Descriptor. For deployment scenarios where NG4/NG6 overprovisioning cannot be assumed, the optional Flow QoS parameter may be sent to the UP-GWs to allow for per-packet marking in the NG4/NG6 tunnelling header.
8.
The CP cloud acknowledges the successful addition or modification of the traffic flow by sending a [NG8] QoS Response message to the AF.

The call flow for deletion of a traffic flow looks similar to the call flow depicted in Figure 3, the only difference being that the messages include only the flow descriptor of the flow to be deleted.
2
Proposal

It is proposed the text below for inclusion in TR 23.799.
####################### START TEXT FOR TR 23.799 ##########################
6.x
Solution x  - Bearerless QoS framework
Editor's Note: It should be indicate here to which issue(s) the solution applies. 
6.x.1
Architecture description
Editor's Note: This clause will contain e.g., terminology, overview, architecture description of the solution. 
Depicted in Figure 6.x.1-1 is a simplified system architecture that is used to describe the proposed bearerless QoS framework.
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Figure 6.x.1-1: Simplified architecture for description of the bearerless QoS framework
It is assumed that the Core Network (CN) in the next generation system architecture will have “native” support for Network Function Virtualisation (NFV) and Software Defined Networking (SDN).

The Control plane functions are assumed to be grouped in a Control Plane cloud (CP cloud). In comparison to EPS, the CP cloud may include the functionalities similar to those provided by the MME, SGW-C, PGW-C and PCRF combined together:

The User plane functions are supported on User Plane gateways (UP-GWs). While the number of UP-GWs engaged for a given UE, as well as their detailed roles, are not considered as part of this proposal, it is assumed that at the high level the functions provided by the UP-GWs are similar to those provided by the user plane functions of SGW and PGW (i.e. SGW-U and PGW-U).

The following reference points are assumed for the purpose of describing the QoS framework:

NG1:
Reference point between the UE and the RAN. Similar to Uu in EPS.

NG2:
Reference point between the UE and the CP cloud. Similar to the NAS interface in EPS.

NG3:
Reference point between the RAN and the CP-cloud. Similar to S1-MME in EPS.

NG4:
Reference point between the RAN and the first UP-GW on the user plane path. Similar to S1-U in EPS.

NG5:
Reference point between the CP cloud and a UP-GW. Similar to Sxa, Sxb, Sxc in TR 23.714 [x].

NG6:
Reference point between two UP-GWs. Similar to S5-U in TR 23.714 [x].

NG7:
Reference point between the Core Network and an external Packet Data Network (PDN). Similar to SGi in EPS.

NG8:
Reference point between the CP cloud and an Application Function (AF). Similar to Rx in EPS.

It is assumed that the following EPS concepts will be carried over in the NexGen system (not necessarily in the same form as today):

-
PDN connection.

-
The right-most UP-GW (i.e. the UP-GW hosting the NG7) is the IP point of presence for the UE’s PDN connection.

-
Some sort of tunnelling is used on NG4 and NG6 to enforce the traffic routing between the RAN and the right-most UP-GW.

6.x.2
Function description 
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.

Upon establishment of a PDN connection a single “fat pipe” is established on the user plane path between the RAN and the UP-GW hosting the NG7 reference point i.e. over NG4 and NG6. The NG4 and NG6 fat pipes are implemented with some sort of tunnelling and carry all traffic associated with the PDN connection in a single tunnel, regardless of the QoS of individual traffic flows. It is expected that in many deployment scenarios the bandwidth capacity on NG4 and NG6 will be overprovisioned, requiring no QoS handling mechanisms. In all other cases QoS handling over NG4 and NG6 relies on per-packet marking in the tunnelling header.

When a new traffic flow is to be added to an established PDN connection the Application Function (AF) sends a per-flow QoS request over NG8 to the CP cloud. The per-flow QoS request is similar to that sent over Rx today. It consists of a flow descriptor (e.g. IP 5-tuple) and media/application information for QoS control (e.g. application identifier, media type, bandwidth, application priority).

The CP cloud forwards a per-flow QoS request to the RAN via NG3. The per-flow QoS request contains information similar to that sent over Gx today i.e. a flow descriptor (e.g. IP 5-tuple) and per-flow QoS information (e.g. QCI, GBR, MBR, ARP). In contrast to the QoS information sent to RAN in EPS, where the QoS information is associated with an EPS bearer, in this proposal the QoS information is associated to an IP flow.

The CP cloud may optionally forward the per-flow request to the UP-GWs over NG5. Note that for non-GBR traffic it will typically not be necessary to update the UP-GWs with QoS information, however, in some cases it may be necessary to provide flow description information to UP-GWs for purposes other than QoS (e.g. LI, charging or gating).

The per-flow QoS information may further be signalled to the UE either as “non-access stratum” (NAS) information via NG2, or as “access stratum” (AS) information via NG1. In the former case, the NAS information is carried within a “NAS container” inside the NG1 messages.

Regarding QoS control over NG1 there are at least the following options (to be discussed with RAN groups):

Option (a): In this option there is no notion of Radio Bearers (RBs) over NG1 for all traffic (both GBR and non-GBR). The RAN and the UE use directly the per-flow QoS information to decide which packet goes next over the air. UE receives the per-flow QoS information either from the CP cloud as NAS information, or from the RAN as AS information. Downlink packets belonging to different PDN connections are identified in the UE via the Destination IP address/prefix and routed internally accordingly. Similarly, uplink packets belonging to different PDN connections are identified in the eNB via the Source IP address/prefix and routed on the appropriate NG4 fat pipe for that PDN connection. Dedicated RBs may be needed only to support a subset of flows (e.g. flows that rely on Acknowledged Mode (AM) RLC service; to be determined by RAN groups). For such RBs the RAN makes the bearer binding decision and provides bearer binding information to UE over NG1.

Option (b): This option is the same as in EPS today with regards to Radio Bearer use. The notion of Radio Bearers (RBs) is preserved over NG1, each Radio Bearer being associated with a PDN connection (i.e. with an IP address/prefix) and per-RB QoS information. In this case the RAN and UE perform a bearer binding function i.e. mapping of packets to RBs in the DL and UL, respectively. The bearer binding decision is made by the RAN and the bearer binding information (i.e. packet filters and associated RB identifiers) is signalled over NG1. Similar as today, the per-RB QoS information may use a completely different set of parameters (e.g. Priority Bit Rate and RB priority) derived from the QoS information received over NG3.

Depicted in Figure 6.x.2-1 is a call flow for addition, modification or deletion of a traffic flow.
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Figure 6.x.2-1: Call flow for flow addition, modification or deletion
1.
UE establishes a PDN connection. In the process a “fat pipe” is established over NG4 (i.e. between RAN and the first UP-GW on the user plane path) and NG6 (i.e. between neighbouring UP-GWs). The number of UP-GWs engaged for the UE, as well as their roles, are out of scope of this proposal.

2.
The AF requests addition or modification of a traffic flow by sending a [NG8] QoS Request (Flow Descriptor, App/Media Info) message to the CP cloud. Flow Descriptor contains information to identify the traffic flow (e.g. IP 5-tuple). App/Media Info contains application information for QoS control (e.g. application identifier, media type, bandwidth, application priority).

3.
If the CP cloud decides to accept the request, it derives the per-flow QoS parameters to be used in the NexGen system and sends a [NG3] QoS Request (Flow Descriptor, Flow QoS) message to the RAN. The Flow Descriptor parameter is the same as in step 2. The Flow QoS parameter contains the per-flow QoS parameters (e.g. QCI, GBR, MBR, ARP).

4.
Option 1: The CP cloud sends a [NG2] QoS Request (Flow Descriptor, Flow QoS) message to the UE. This message is sent only if the Session Management signalling related to addition/removal of traffic flows remains a NAS function as today. If this step exists, the actual message transfer over NG1 is carried out in a “NAS container” (i.e. in the NAS Message parameter in step 5a or step 5b).
There are at least the following two options for step 5:

5a.
Option 2a: In this option there is no notion of Radio Bearers (RBs) over NG1 for all traffic (both GBR and non-GBR). The RAN and the UE use directly the per-flow QoS information contained in the Flow QoS parameter (received by RAN in step 3) to decide which packet goes next over the air. UE receives the Flow Descriptor and Flow QoS parameters either as access stratum parameters (case where step 4 does not exist) or as part of the NAS Message parameter (case where step 4 exists).

Downlink packets belonging to different PDN connections are identified in the UE via the Destination IP address/prefix and routed internally accordingly. Similarly, uplink packets belonging to different PDN connections are identified in the eNB via the Source IP address/prefix and routed on the appropriate NG4 “fat pipe” for that PDN connection.

Dedicated RBs are used only to support a subset of flows (e.g. flows that rely on Acknowledged Mode (AM) RLC service; to be determined by RAN groups). For such RBs the RAN makes the bearer binding decision and provides bearer binding information (i.e. packet filters and associated RB identifiers) to UE over NG1 in the optional RB Descriptor parameter.

NOTE: If Flow QoS is provided to UE in step 4 using NAS signalling, step 5a is executed only for flows requiring dedicated RBs and only contains the RB Descriptor. If step 4 does not exist, step 5a is always executed; however, the RB Descriptor is included only for flows requiring dedicated RBs.

5b.
Option 2b: This option is the same as in EPS today with regards to Radio Bearer use. In this option Radio Bearers (RBs) are used over NG1 for all traffic as in today’s EPS, each Radio Bearer being associated with a PDN connection (i.e. with an IP address/prefix) and per-Radio Bearer QoS information. In this case the RAN and UE perform a bearer binding function i.e. mapping of packets to RBs in the DL and UL, respectively. The bearer binding decision is made by the RAN and the bearer binding information (i.e. packet filters and associated RB identifiers) is signalled over NG1 either as part of the RB Descriptor parameter (case where step 4 does not exist) or as part of the NAS Message parameter (case where step 4 exists).

Similar as today, the per-RB QoS information may use a completely different set of parameters (e.g. Priority Bit Rate and RB priority) derived from the Flow QoS parameter received over NG3. The RB QoS information is sent as the RB QoS parameter.

6.
The RAN acknowledges the successful addition or modification of the traffic flow by sending a [NG3] QoS Response message to the CP cloud.

7.
The CP cloud may optionally send a [NG5] Flow Request (Flow Descriptor, Action, [Flow QoS]) message to the UP-GWs. It is expected that in many deployment scenarios the bandwidth capacity on NG4 and NG6 will be overprovisioned, requiring no QoS handling mechanisms. For such deployment scenarios this step is performed (if required) for purposes other than QoS (e.g. LI, charging or gating). The Action parameter indicates the type of action that is requested for the traffic flow identified with the QoS Descriptor. For deployment scenarios where NG4/NG6 overprovisioning cannot be assumed, the optional Flow QoS parameter may be sent to the UP-GWs to allow for per-packet marking in the NG4/NG6 tunnelling header.
8.
The CP cloud acknowledges the successful addition or modification of the traffic flow by sending a [NG8] QoS Response message to the AF.

The call flow for deletion of a traffic flow looks similar to the call flow depicted in Figure 3, the only difference being that the messages include only the flow descriptor of the flow to be deleted.

6.x.3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
####################### END TEXT FOR TR 23.799 ##########################
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