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Discussion
1
Introduction

In the current EPS core network architecture, various core network entities, i.e. MME, SGW, PGW, PCRF, HSS etc., interconnect using point-to-point interfaces, e.g. S5 interconnects PGW-SGW, S6a interconnects MME-HSS, Sd interconnects PCRF-TDF etc. For this “point-to-point interface based interconnection model” (illustrated in fig 1-1 below) we have identified some of the drawbacks in the sections below. Based on that, this paper proposes key issue to study an alternative solution for the interconnection of the core network entities of the next generation architecture. 
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Figure 1-1: Point-to-point interface based interconnection model

Reference of EPC nodes and procedures are used only to explain and highlight the drawbacks of the interconnection model of the existing architecture. The key issue proposed in this paper does not intend to define the functional entity, or their exact functionality, of the next generation core network architecture. Assuming those are defined by the other key issues of this study, the key issue proposed here only focuses on the “interconnection model of the control plane functional entities” of the next generation core network architecture. The problem of control plane interconnection model of the functional entities is applicable irrespective of the type of the functional entity or total number of functional entities in the core network, as far as there 3-4 different functional entities. 
2
Drawbacks of the “point-to-point interface” based interconnection model
We have been following one or both of the following approaches while defining new feature for the EPC network:

· Enhance existing point-to-point interface(s): New procedure(s) and set of information, corresponding to the new feature, are defined over the existing interfaces. Thus, no new functional entity or interface are defined, e.g. Rel-12 PRA feature.
· Define new point-to-point interface(s):  New functional entity/entities is/are defined and correspondingly new point-to-point interface(s) is/are added between the new and existing functional entities, e.g. Rel-13 AESE/MONTE feature. 
Both of the above approaches lead to certain drawbacks as identified below.

2.1
Enhancement of the existing point-to-point interface(s)
When we enhance the existing point-to-point interface(s) to support a new feature, in most of the cases the producer and the consumer of the information (for the newly defined feature) are interconnected via the other intermediate functional entities, e.g. for Rel-12 PRA feature, the producer of the “PRA report”, MME, and the consumer, PCRF, are interconnected via SGW and PGW. These intermediate entities – which take no part in the given feature – have to act as a “relay” to facilitate the communication and information exchange between the producer and consumer of the information. Other non-exhaustive examples where the procedure and consumer of the information are not directly connected and the intermediate nodes are mostly acting as a “relay” are listed below.
	Nature of the feature/function
	Source/Producer of the information
	Intermediate nodes
	Target/Consumer of the information

	UE location change, serving network change, timezone change reporting
	MME
	SGW, PGW;
SGW, PGW, PCRF
	PCRF;
TDF

	Defining and activating PRA change reporting
	PCRF


	SGW, PGW
	MME

	PRA change reporting
	MME
	SGW, PGW
	PCRF

	Authorizing change of subscribed QoS, APN-AMBR
	HSS
	MME, SGW, PGW
	PCRF

	Enforcing change of QoS, TFT, APN-AMBR 
	PCRF
	SGW
	PGW, MME

	ARP change for eMPS session
	PCRF
	SGW, PGW
	MME

	RAT change reporting
	MME/SGSN/ePDG;

MME/SGSN/ePDG;
	SGW, PGW;
SGW, PGW, PCRF;
	PCRF;
TDF

	Reporting of RAN/NAS failure cause code
	MME
	SGW, PGW, PCRF
	AF

	Updating the IP address and port number of the UE in WLAN access
	ePDG
	PGW
	PCRF

	Requesting the location of the UE in WLAN access;

Providing the location of the UE in WLAN access
	AF;
AAA
	PCRF, PGW;
ePDG, PGW, PCRF
	ePDG/AAA;
AF

	UE available for signalling for low latency communication
	MME
	SGW
	PGW


This results in a feature which generally suffers from the following drawbacks:
· Cost-ineffective: All the intermediate entities have to support the new feature even they are not participating in the new feature. This puts new implementation and testing requirements on those intermediate entities and makes the whole feature expensive. Additionally, the intermediate nodes are required to support extra signalling capacity to facilitate the communication between the producer and the consumer. Hence, the operator has to deploy new resources in terms of capacity, CPU, memory etc. even for those intermediate nodes making the whole feature more expensive.
· In-efficient: The intermediate nodes are required to process the incoming message, perform the decoding, error-handling etc. and then prepare an outgoing message freshly even if they are just acting as a “relay” in facilitating the communication. This adds to control plane latency between the consumer and the producer and in general makes the whole communication inefficient.
· Non-agile: The operator cannot deploy a new feature until all its vendors, suppling the entities involved in a given feature (including the intermediate nodes), provide new release of the entities supporting the particular feature. Also since more nodes are impacted and in some cases multiple vendors are involved, the overall testing and deployment efforts are also high resulting in longer roll-out time.
In summary, in the point-to-point interface based interconnect model, since not all the functional entities connect to each other directly, more often than not we end-up defining a feature which involves multiple intermediate nodes not participating in the feature but simply facilitating the communication between the producer and the consumer of the information of the feature. And this makes the corresponding feature cost-ineffective, difficult to roll-out and in-efficient as explained above. 
2.2
Defining new point-to-point interface(s)
When we define a new point-to-point interface between the two functional entities, the producer and the consumer of the information are directly connected to each other and, in that cases, most of the drawbacks mentioned above can be avoided. However, this approach of defining new point-to-point interface, and correspondingly new procedure and protocol over it, generally suffers from the following drawbacks:
· Non-agile and costly: A new point-to-point interface and correspondingly new procedures, protocol require major development and testing effort for the involved entities. With each new interface the complexity of the functional entity also increases exponentially and hence requires more stabilization efforts. This automatically makes the involved functional entity more expensive to build and enhance. A new interface with new procedure and protocol also invariably requires couple of 3GPP release cycles to detect and iron out all the major and minor issues. This delays the commercial roll-out of the feature correspondingly or the operator risks deploying potentially unstable interface and feature.

· Non-reusable: A point-to-point interface results in a tight-coupling between a pair of functional entities. So for a given feature, the producer of the information, P1, and the consumer of the information, C1, are tightly-bound due to the point-to-point interface between them. In future when the same/similar or even subset of that feature is required by another consumer, C2, in the network, either a new point-to-point interface (and hence new procedure and protocol) between P1 and C2 is required, or, if an interface already exists between P1 and C2 then it has to be enhanced to support new procedure. The end result would be P1 supporting same/similar feature towards two different entities, C1 and C2, over two different interfaces via different procedures and different protocols. Thus, point-to-point interface does not allow re-use of the features and leads to an architecture where the functional entities have to support same/similar features over different interfaces and using different protocols. Following are some of the examples based on the existing core network architecture. 
	Feature/Function
	Source/Producer of information
	Target/Consumer of information 1
	Target/Consumer of information 2

	UE location change reporting with various levels of granularity;
Reporting of NAS/RAN failure cause code
	MME
	SGW
Via GTP based S11 interface
	SCEF

Via Diameter interface T6a interface using T6a application

	Providing the policy and charging rules for the UE
	PCRF
	PGW
Via Diameter based Gx interface using Gx application
	TDF
Via Diameter based Sd interface using Sd application

	Providing traffic steering rules for the UE
	PCRF
	PGW

Via Diameter based Gx interface using Gx application
	TDF/TSSF

Via Diameter based Sd/St interface using Sd/St application

	Credit control for online charging of the UE
	OCS
	PGW

Via Diameter based Gy interface using Gy application
	TDF

Via Diameter based Gyn interface using Gyn application

	Receiving offline charging information for the UE
	OFCS
	PGW

Via Diameter based Gz interface using Gz application
	TDF

Via Diameter based Gzn interface using Gzn application

	Reporting of change of RAT, IP-CAN type
	PCRF
	AF
Via Diameter based Rx interface using Rx application
	TDF

Via Diameter based Sd interface using Sd application

	Reporting congestion level per cell / location
	RCAF
	PCRF via Np (on per subscriber basis)
	SCEF via Ns (on aggregate basis)


In summary, in the point-to-point interface based interconnect model, defining new interface, new procedures and protocol is costly from the implementation as well as deployment perspective. New procedure and protocol also requires more time to stabilize and thus delaying the commercial roll-out of the feature. Finally, the procedure over the point-to-point interface tightly couples the involved nodes and does not allow reuse of the feature towards another node without significant redevelopment efforts.

3
Conclusion

Considering the drawbacks identified for the point-to-point interface based interconnection model, we propose a key issue to study “interconnection model for the control plane functional entities” of the next generation core network architecture which allows
· Direct communication between any two entities of the network. 
· Allows re-use of the existing functions and features without the need to define new procedure and protocol.

Thus, resulting in the core network architecture which is efficient, cost-effective, supports function re-use and fosters service velocity.

Considering the history of EPC evolution, we may end-up defining “X” number of functional entities in the very first release of the next generation core network, only to add “Y” number of new functional entities few 3GPP releases later. Hence, we also need the new interconnection model, now, such that extension of the core network architecture, to add new feature, functional entities etc., in future releases can be agile and cost-effective.

Proposal

It is proposed to agree to the following changes to TR 23.799.

* * * 1st Change * * * *

5.x
Key Issue X – Interconnection model for the core network control plane functional entities
5.x.1
Description 
This key issue aims at defining solution for the interconnection model for the control plane functional entities of the core network that allows:
- 
Any functional entity to directly communicate with any other functional entity in the network without the involvement of a functional entity which is not participating in the procedure.
- 
Re-use of the functions and features of a node by avoiding tight binding between the producer of the information and the consumer of the information assuming that the information can be consumed by a different control plane functional entities in the current or future releases.
The solution to this key issue needs to describe the following:

- 
Call flows for exchange of service or information between a consumer and the producer, i.e. between two control plane functional entities, and all the related aspects, e.g. how the request and responses are routed to the correct control plane functional entity, etc. 
NOTE: 
This key issue does not intend to define the functional entity or their exact functionality. Assuming those are defined by the other key issues of this study, this key issue focuses on how those functional entity communicate with each other, i.e. the “control plane interconnection model”.

* * * End of changes * * * *
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