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============== CHANGE ========================
1
Scope

The present document defines the Stage 2 service description for the Evolved 3GPP Packet Switched Domain - also known as the Evolved Packet System (EPS) in this document. The Evolved 3GPP Packet Switched Domain provides IP connectivity using the Evolved Universal Terrestrial Radio Access Network (E-UTRAN).

The specification covers both roaming and non-roaming scenarios and covers all aspects, including mobility between E-UTRAN and pre-E-UTRAN 3GPP radio access technologies, policy control and charging, and authentication.

The Radio Access Network functionality is documented only to the extent necessary to describe the overall system. TS 36.300 [5] contains the overall description of the Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN).

ITU-T Recommendation I.130 [3] describes a three-stage method for characterisation of telecommunication services, and ITU-T Recommendation Q.65 [4] defines Stage 2 of the method.

TS 23.402 [2] is a companion specification to this specification.
An Evolved Packet System architecture optimised for the support of Cellular IoT (Internet of Things) applications is also defined in this document.
============== CHANGE ========================

3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.

Serving GW Service Area: A Serving GW Service Area is defined as an area within which a UE may be served without need to change the Serving GW. A Serving GW Service Area is served by one or more Serving GWs in parallel. Serving GW Service Areas are a collection of complete Tracking Areas. Serving GW Service Areas may overlap each other.

PDN Connection: The association between a UE represented by one IPv4 address and/or one IPv6 prefix and a PDN represented by an APN.

Default Bearer: The EPS bearer which is first established for a new PDN connection and remains established throughout the lifetime of the PDN connection.

Default APN: A Default APN is defined as the APN which is marked as default in the subscription data and used during the Attach procedure and the UE requested PDN connectivity procedure when no APN is provided by the UE.

Emergency attached UE: A UE which only has bearer(s) related to emergency bearer service.

NOTE 1:
The above term is equivalent to the term "attached for emergency bearer services" as specified in TS 24.301 [46].

LIPA PDN connection: a PDN Connection for local IP access for a UE connected to a HeNB.

SIPTO at local network PDN connection: a PDN connection for SIPTO at local network for a UE connected to a (H)eNB.

Correlation ID: For a LIPA PDN connection, Correlation ID is a parameter that enables direct user plane path between the HeNB and L-GW.

SIPTO Correlation ID: For a SIPTO at local network PDN connection, SIPTO Correlation ID is a parameter that enables direct user plane path between the (H)eNB and L-GW when they are collocated.

Local Home Network: A set of (H)eNBs and L-GWs in the standalone GW architecture, where the (H)eNBs have IP connectivity for SIPTO at the Local Network via all the L-GWs.

Local Home Network ID: An identifier that uniquely identifies a Local Home Network within a PLMN.

Presence Reporting Area: An area defined within 3GPP Packet Domain for the purposes of reporting of UE presence within that area due to policy control and/or charging reasons. In case of E-UTRAN, a Presence Reporting Area may consist in a set of neighbor or non-neighbor Tracking Areas, or eNBs and/or cells. There are two types of Presence Reporting Areas: "UE-dedicated Presence Reporting Areas" and "Core Network pre-configured Presence Reporting Areas" that apply to an MME pool.

RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a prolonged period of time.

NOTE 2:
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

IOPS-capable eNB: an eNB that has the capability of IOPS mode operation, which provides local IP connectivity and public safety services to IOPS-enabled UEs via a Local EPC when the eNB has lost backhaul to the Macro EPC or it has no backhaul to the Macro EPC.

IOPS network: an IOPS network consists of one or more eNBs operating in IOPS mode and connected to a Local EPC.

Local EPC: a Local EPC is an entity which provides functionality that eNBs in IOPS mode of operation use, instead of the Macro EPC, in order to support public safety services.

Macro EPC: the EPC which serves an eNB when it is not in IOPS mode of operation.

Nomadic EPS: a deployable system which has the capability to provide radio access (via deployable IOPS-capable eNB(s)), local IP connectivity and public safety services to IOPS-enabled UEs in the absence of normal EPS

IOPS-enabled UE: is an UE that is configured to use networks operating in IOPS mode.
Cellular IoT (CIoT): a 3GPP system optimised for Internet of Things.

CIoT RAT: a 3GPP Radio Access Technology supported by Cellular IoT.
CIoT RAN: a 3GPP Radio Access Network supported by Cellular IoT

============== CHANGE ========================

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AF
Application Function

ARP
Allocation and Retention Priority

AMBR
Aggregate Maximum Bit Rate

CBC
Cell Broadcast Centre

CBE
Cell Broadcast Entity
CIoT
Cellular IoT

CSG
Closed Subscriber Group

CSG ID
Closed Subscriber Group Identity
C-SGN
CIoT Serving Gateway Node
CSS
CSG Subscriber Server

DCN
Dedicated Core Network

DeNB
Donor eNode B

DL TFT
DownLink Traffic Flow Template
DRX
Discontinuous Reception
ECGI
E-UTRAN Cell Global Identifier

ECM
EPS Connection Management

ECN
Explicit Congestion Notification

EMM
EPS Mobility Management
eNB
evolved Node B

EPC
Evolved Packet Core

EPS
Evolved Packet System

E-RAB
E-UTRAN Radio Access Bearer

E-UTRAN
Evolved Universal Terrestrial Radio Access Network

GBR
Guaranteed Bit Rate

GUMMEI
Globally Unique MME Identifier

GUTI
Globally Unique Temporary Identity

GW
Gateway

HeNB
Home eNode B

HeNB GW
Home eNode B Gateway

HFN
Hyper Frame Number

IOPS
Isolated E-UTRAN Operation for Public Safety
IoT
Internet of Things
ISR
Idle mode Signalling Reduction

OCS
Online Charging System

OFCS
Offline Charging System

LBI
Linked EPS Bearer Id

L-GW
Local GateWay

LIPA
Local IP Access

MBR
Maximum Bit Rate

MME
Mobility Management Entity

MMEC
MME Code

MTC
Machine-Type Communications

M-TMSI
M-Temporary Mobile Subscriber Identity
NB-IOT
Narrowband IoT
OMC-ID
Operation and Maintenance Centre Identity

P‑GW
PDN Gateway

PCC
Policy and Charging Control

PCRF
Policy and Charging Rules Function

PRA
Presence Reporting Area

PDCP
Packet Data Convergence Protocol

PMIP
Proxy Mobile IP

PSAP
Public Safety Answering Point

PSM
Power Saving Mode

PTI
Procedure Transaction Id

QCI
QoS Class Identifier

RCAF
RAN Congestion Awareness Function

RFSP
RAT/Frequency Selection Priority

RN
Relay Node

RUCI
RAN User Plane Congestion Information

S‑GW
Serving Gateway

S-TMSI
S-Temporary Mobile Subscriber Identity

SDF
Service Data Flow

SIPTO
Selected IP Traffic Offload

TAC
Tracking Area Code

TAD
Traffic Aggregate Description

TAI
Tracking Area Identity

TAU
Tracking Area Update

TI
Transaction Identifier

TIN
Temporary Identity used in Next update

URRP-MME
UE Reachability Request Parameter for MME

UL TFT
UpLink Traffic Flow Template

ULR-Flags
Update Location Request Flags

============== CHANGE ========================

4
Architecture model and concepts

4.1
General concepts

Local breakout of IP traffic via the visited PLMN is supported, when network policies and user subscription allow it. Local breakout may be combined with support for multiple simultaneous PDN connections, described in clause 5.10.
In case of CIoT, specific EPS optimizations (CIoT EPS Optimisations) apply for optimal support of small data transfer based on User Plane and Control Plane transport and referred to as User Plane CIoT EPS Optimisation and Control Plane CIoT EPS Optimisation respectively. The Control Plane CIoT EPS Optimization is supported for the NB-IOT CIoT RAT.
4.2
Architecture reference model

4.2.1
Non-roaming architecture
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Figure 4.2.1-1: Non-roaming architecture for 3GPP accesses
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Figure 4.2.1-2: Non-roaming architecture for 3GPP accesses. Single gateway configuration option

NOTE 1:
Also in this configuration option, S5 can be used between non collocated Serving Gateway and PDN Gateway.

NOTE 2:
Additional interfaces for 2G/3G access are shown in TS 23.060 [7].

In case of CIoT, the EPS architecture can be optimised as depicted in figures 4.2.1-3 and 4.2.1-4 for the Non-Roaming case. 
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Figure 4.2.1-3: Non-roaming architecture for CIoT. 
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Figure 4.2.1-4: Non-roaming architecture for CIoT with separate PGW. 
NOTE 3:
While the same name for the entities and interfaces is used as for the EPS, specifications clarify functionality, procedures and protocol optimizations which apply to the CIoT optimized EPS architecture for functional entities and interfaces. 
NOTE  4:
The C-SGN (CIoT Serving Gateway Node) is a configuration option that minimizes the number of physical entities by collocating logical entities in the control and user planes paths, which may be preferred in deployments targeting infrequent small data transfer only. CIoT services that are not delivered via the SGi interface are further described in TS 23.682  [74].
4.2.2
Roaming architecture
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Figure 4.2.2-1: Roaming architecture for 3GPP accesses. Home routed traffic

NOTE 1:
Additional interfaces/reference points for 2G/3G accesses are documented in TS 23.060 [7].

The figures 4.2.2-2 and 4.2.2-3 represent the Roaming with local breakout case with Application Function (AF) in the Home Network and in the Visited Network respectively. The concurrent use of AF's in the home network and AF's in the visited network is not excluded.
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Figure 4.2.2-2: Roaming architecture for local breakout, with home operator's application functions only

NOTE 2:
See TS 23.203 [6] for the role of and functions related to Home and Visited PCRF and S9/Rx reference points.

NOTE 3:
In figure 4.2.2‑2, the control plane signalling and the user plane for accessing to Home Operator's services traverse over the SGi reference point via the Visited Operator's PDN.
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Figure 4.2.2-3: Roaming architecture for local breakout, with visited operator's application functions only

In case  of CIoT, the EPS architecture can be optimized as depicted in figures 4.2.2-4 and 4.2.2-5 for the Roaming case. 
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Figure 4.2.2-4: Roaming architecture for CIoT (Home Routed case). 
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Figure 4.2.2-5: Non-roaming architecture for CIoT (Local Breakout).
NOTE 4: 
While the same name for the entities and interfaces is used as for the EPS, specifications clarify functionality, procedures and protocols optimizations which apply to the CIoT optimized EPS architecture for functional entities and interfaces. 
NOTE 5:
The C-SGN (CIoT Serving Gateway Node) is a configuration option that minimizes the number of physical entities by collocating logical entities in the control and user planes paths, which may be preferred in deployments targeting infrequent small data transfer only. CIoT services that are not delivered via the SGi interface are not in scope of this specification and they are described in TS  23.682  [74].
============== CHANGE ========================

4.2.3
Reference points

The table 4.2.3-1 here below describes the reference points applicable to the EPS and whether they apply to the CIoT EPS optimisations. 
Table 4.2.3-1 – Reference points and their applicability to CIoT EPS Optimisations
	Reference point
	Definition
	CP CIoT EPS Optimized Architecture
	UP CIoT EPS Optimised Architecture

	S1-MME
	Reference point for the control plane protocol between E-UTRAN and MME.
	Y
	Y

	S1-U
	Reference point between E-UTRAN and Serving GW for the per bearer user plane tunnelling and inter eNodeB path switching during handover.
	N
	Y

	S3
	It enables user and bearer information exchange for inter 3GPP access network mobility in idle and/or active state. This reference point can be used intra-PLMN or inter-PLMN (e.g. in the case of Inter-PLMN HO).
	N
	N

	S4
	It provides related control and mobility support between GPRS Core and the 3GPP Anchor function of Serving GW. In addition, if Direct Tunnel is not established, it provides the user plane tunnelling.
	N
	N

	S5
	It provides user plane tunnelling and tunnel management between Serving GW and PDN GW. It is used for Serving GW relocation due to UE mobility and if the Serving GW needs to connect to a non-collocated PDN GW for the required PDN connectivity.
	Y
	Y

	S6a
	It enables transfer of subscription and authentication data for authenticating/authorizing user access to the evolved system (AAA interface) between MME and HSS.
	Y
	Y

	Gx
	It provides transfer of (QoS) policy and charging rules from PCRF to Policy and Charging Enforcement Function (PCEF) in the PDN GW.
	N
	N

	S8
	Inter-PLMN reference point providing user and control plane between the Serving GW in the VPLMN and the PDN GW in the HPLMN. S8 is the inter PLMN variant of S5.
	Y
	Y

	S9
	It provides transfer of (QoS) policy and charging control information between the Home PCRF and the Visited PCRF in order to support local breakout function. This does not apply to CIoT EPS Optimisations.
	N
	N

	S10
	Reference point between MMEs for MME relocation and MME to MME information transfer.
	Y
	Y

	S11
	Reference point between MME and Serving GW.


	Y
	Y

	S12
	Reference point between UTRAN and Serving GW for user plane tunnelling when Direct Tunnel is established. It is based on the Iu-u/Gn-u reference point using the GTP-U protocol as defined between SGSN and UTRAN or respectively between SGSN and GGSN. Usage of S12 is an operator configuration option
	N
	N

	S13
	It enables UE identity check procedure between MME and EIR.
	Y
	Y

	SGi
	It is the reference point between the PDN GW and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi for 3GPP accesses.
	Y
	Y

	Rx
	The Rx reference point resides between the AF and the PCRF in the TS 23.203 [6].
	N
	N





 

















NOTE 1:
Except where stated otherwise, this specification does not make an explicit assumption as to whether an interface is intra-PLMN or inter-PLMN.

When data forwarding is used as part of mobility procedures different user plane routes may be used based on the network configuration (e.g. direct or indirect data forwarding). These routes can be between eNodeB and RNC, eNodeB and SGSN, RNC and S‑GW or between S‑GW and SGSN. Explicit reference points are not defined for these routes. These user plane forwarding routes can cross  inter-PLMN boundaries (e.g. in the case of Inter-PLMN HO).

Protocol assumption:

-
The S1-U is based on GTP-U protocol;

-
The S3 is based on GTP protocol;

-
The S4 is based on GTP protocol;

-
The S5 is based on GTP protocol. PMIP variant of S5 is described in TS 23.402 and does not apply to CIoT EPS Optimisations [2];

-
The S8 is based on GTP protocol. PMIP variant of S8 is described in TS 23.402 and does not apply to CIoT EPS Optimisations [2].

-
S3, S4, S5, S8, S10 and S11 interfaces are designed to manage EPS bearers as defined in clause 4.7.2.

NOTE 2:
Redundancy support on reference points S5 and S8 should be taken into account.

============== CHANGE ========================

4.4
Network elements

4.4.1
E-UTRAN

E-UTRAN is described in more detail in TS 36.300 [5].

In addition to the E-UTRAN functions described in TS 36.300 [5], E-UTRAN functions include:

-
Header compression and user plane ciphering;

-
MME selection when no routing to an MME can be determined from the information provided by the UE;

-
UL bearer level rate enforcement based on UE-AMBR and MBR via means of uplink scheduling
(e.g. by limiting the amount of UL resources granted per UE over time);

-
DL bearer level rate enforcement based on UE-AMBR;

-
UL and DL bearer level admission control;

-
Transport level packet marking in the uplink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
ECN-based congestion control.

4.4.2
MME

MME functions include:

-
NAS signalling;

-
NAS signalling security;

-
Inter CN node signalling for mobility between 3GPP access networks (terminating S3);
-
Data transfer over NAS.
-
UE Reachability in ECM-IDLE state (including control, execution of paging retransmission and optionally Paging Policy Differentiation);

-
Tracking Area list management;

-
Mapping from UE location (e.g. TAI) to time zone, and signalling a UE time zone change associated with mobility,

-
PDN GW and Serving GW selection;

-
MME selection for handovers with MME change; (not applicable to CIoT EPS Optimizations)
-
SGSN selection for handovers to 2G or 3G 3GPP access networks; (not applicable to CIoT EPS Optimizations)
-
Roaming (S6a towards home HSS);

-
Authentication;

-
Authorization;

-
Bearer management functions including dedicated bearer establishment; (dedicated bearers are not applicable to CIoT EPS Optimizations)
-
Lawful Interception of signalling traffic;

-
Warning message transfer function (including selection of appropriate eNodeB); (not applicable to CIoT EPS Optimizations)
-
UE Reachability procedures; 
-
Support Relaying function (RN Attach/Detach);

-
Change of UE presence in Presence Reporting Area reporting upon PCC request, 
-
in the case of Change of UE presence in Presence Reporting Area reporting, management of Core Network pre-configured Presence Reporting Areas.

NOTE:
The Serving GW and the MME can be implemented in one physical node or separated physical nodes. For CIoT EPS Optimization, the Serving GW and the MME can be implemented in one physical node (e.g. C-SGN) or separated physical nodes. The C-SGN can also encompass the PGW function.
The MME shall signal a change in UE Time Zone only in case of mobility and in case of UE triggered Service Request, PDN Disconnection and UE Detach. If the MME cannot determine whether the UE Time Zone has changed (e.g. the UE Time Zone is not sent by the old MME during MME relocation), the MME should not signal a change in UE Time Zone. A change in UE Time Zone caused by a regulatory mandated time change (e.g. daylight saving time or summer time change) shall not trigger the MME to initiate signalling procedures due to the actual change. Instead the MME shall wait for the UE's next mobility event or Service Request procedure and then use these procedures to update the UE Time Zone information in the PDN GW.

4.4.3
Gateway

4.4.3.1
General

Two logical Gateways exist:

-
Serving GW (S‑GW);

-
PDN GW (P‑GW).

NOTE:
The PDN GW and the Serving GW can be implemented in one physical node or separated physical nodes. For CIoT EPS optimizations, the C-SGN can include both the S-GW and the P-GW.
4.4.3.2
Serving GW

The Serving GW is the gateway which terminates the interface towards E-UTRAN and CIoT RAN. For Control plane CIoT EPS Optimization, the SGW does not support termination of User plane towards the CIoT RAN.
For each UE associated with the EPS, at a given point of time, there is a single Serving GW.

The functions of the Serving GW, for both the GTP-based and the PMIP-based S5/S8, include:

-
The local Mobility Anchor point for inter-eNodeB handover;

-
Sending of one or more "end marker" to the source eNodeB, source SGSN or source RNC immediately after switching the path during inter-eNodeB and inter-RAT handover, especially to assist the reordering function in eNodeB.

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW) (not applicable to CIoT EPS Optimizations);

-
ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure and optionally Paging Policy Differentiation;

-
Lawful Interception;

-
Packet routing and forwarding;

-
Transport level packet marking in the uplink and the downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging. For GTP-based S5/S8, the Serving GW generates accounting data per UE and bearer;

-
Interfacing OFCS according to charging principles and through reference points specified in TS 32.240 [51];

-
Forwarding of "end marker" to the source eNodeB, source SGSN or source RNC when the "end marker" is received from PGW and the Serving GW has downlink user plane established. Upon reception of "end marker", the Serving GW shall not send Downlink Data Notification.

Additional Serving GW functions for the PMIP-based S5/S8 are captured in TS 23.402 [2].

Connectivity to a GGSN is not supported.

4.4.3.3
PDN GW

The PDN GW is the gateway which terminates the SGi interface towards the PDN.

If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE, however a mix of S5/S8 connectivity and Gn/Gp connectivity is not supported for that UE simultaneously.

PDN GW functions include for both the GTP-based and the PMIP-based S5/S8:

-
Per-user based packet filtering (by e.g. deep packet inspection);

-
Lawful Interception;

-
UE IP address allocation;

-
Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging: for home routed roaming, the P-GW shall collect and report the uplink and downlink data volume (per EPS bearer) as received from and sent to the serving node;

-
UL and DL service level charging as defined in TS 23.203 [6]
(e.g. based on SDFs defined by the PCRF, or based on deep packet inspection defined by local policy);

-
Interfacing OFCS through according to charging principles and through reference points specified in TS 32.240 [51].

-
UL and DL service level gating control as defined in TS 23.203 [6];

-
UL and DL service level rate enforcement as defined in TS 23.203 [6]
(e.g. by rate policing/shaping per SDF);

-
UL and DL rate enforcement based on APN-AMBR
(e.g. by rate policing/shaping per aggregate of traffic of all SDFs of the same APN that are associated with Non-GBR QCIs);

-
DL rate enforcement based on the accumulated MBRs of the aggregate of SDFs with the same GBR QCI
(e.g. by rate policing/shaping);

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
The network does not support PPP bearer type in this version of the specification. Pre-Release 8 PPP functionality of a GGSN may be implemented in the PDN GW;
-
In CIoT EPS Optimizations the PGW may support Non-IP data transfer.
-
packet screening;

-
sending of one or more "end marker" to the source SGW immediately after switching the path during SGW change;

-
PCC related features (e.g. involving PCRF and OCS) as described in TS 23.203 [6]. (not applicable to CIoT EPS Optimizations)
Additionally the PDN GW includes the following functions for the GTP-based S5/S8:

-
UL and DL bearer binding as defined in TS 23.203 [6] (not applicable to CIoT EPS Optimizations);

-
UL bearer binding verification as defined in TS 23.203 [6] (not applicable to CIoT EPS Optimizations);

-
Functionality as defined in RFC 4861 [32];

-
Accounting per UE and bearer.

The P‑GW provides PDN connectivity to both GERAN/UTRAN only UEs and E‑UTRAN capable UEs using any of E‑UTRAN, GERAN or UTRAN. The P‑GW provides PDN connectivity to E‑UTRAN capable UEs using E‑UTRAN only over the S5/S8 interface.

4.4.4
SGSN

In addition to the functions described in TS 23.060 [7], SGSN functions include:

-
Inter EPC node signalling for mobility between 2G/3G and E-UTRAN 3GPP access networks;

-
PDN and Serving GW selection: the selection of S‑GW/P‑GW by the SGSN is as specified for the MME;

-
Handling UE Time Zone as specified for the MME;

-
MME selection for handovers to E-UTRAN 3GPP access network.

4.4.5
GERAN

GERAN is described in more detail in TS 43.051 [15].

4.4.6
UTRAN

UTRAN is described in more detail in TS 25.401 [16].

4.4.7
PCRF

4.4.7.1
General
PCRF is the policy and charging control element. PCRF functions are described in more detail in TS 23.203 [6].

In non-roaming scenario, there is only a single PCRF in the HPLMN associated with one UE's IP-CAN session. The PCRF terminates the Rx interface and the Gx interface.

In a roaming scenario with local breakout of traffic there may be two PCRFs associated with one UE's IP-CAN session:

-
H-PCRF that resides within the H-PLMN;

-
V-PCRF that resides within the V-PLMN.

The PCRF is not applicable to CIoT EPS Optimizations.

4.4.7.2
Home PCRF (H-PCRF)

The functions of the H-PCRF include:

-
terminates the Rx reference point for home network services;

-
terminates the S9 reference point for roaming with local breakout;

-
associates the sessions established over the multiple reference points (S9, Rx), for the same UE's IP-CAN session (PCC session binding).

The functionality of H-PCRF is described in TS 23.203 [6].

4.4.7.3
Visited PCRF (V-PCRF)

The functions of the V-PCRF include:

-
terminates the Gx and S9 reference points for roaming with local breakout;

-
terminates Rx for roaming with local breakout and visited operator's Application Function.

The functionality of V-PCRF is described in TS 23.203 [6].

4.4.8
PDN GW's associated AAA Server

The PDN Gateway may interact with a AAA server over the SGi interface. This AAA Server may maintain information associated with UE access to the EPC and provide authorization and other network services. This AAA Server could be a RADIUS or Diameter Server in an external PDN network, as defined in TS 29.061 [38]. This AAA Server is logically separate from the HSS and the 3GPP AAA Server.

4.4.9
HeNB subsystem

A HeNB subsystem consists of a HeNB, optionally a HeNB GW and optionally a Local GW.

The Local IP Access and SIPTO at the Local Network with L-GW function collocated with the HeNB functions are achieved using a Local GW (L-GW) colocated with the HeNB.

Figure 4.4.9-1 illustrates the architecture for LIPA and/or SIPTO at the Local Network with L-GW function collocated with the HeNB.
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Figure 4.4.9-1: Architecture for LIPA or SIPTO at the Local Network with L-GW collocated with the HeNB

NOTE 1:
The optional HeNB GW is not shown in the figure for simplicity.

The HeNB subsystem is connected by means of the standard S1 interface to the EPC (Evolved Packet Core), more specifically to the MME (Mobility Management Entity) by means of the S1-MME interface and to the Serving Gateway (S-GW) by means of the S1-U interface. When LIPA or SIPTO at the Local Network with L-GW function collocated with the HeNB is activated, the L-GW has a S5 interface with the S-GW.

NOTE 2:
In this specification and for simplification the term eNodeB refers to the HeNB subsystem if the UE accesses the network via a HeNB unless stated otherwise.

NOTE 3:
Detailed functions of HeNB and HeNB GW are described in TS 36.300 [5].

NOTE 4:
An L-GWcollocated with a HeNB may support LIPA, or SIPTO@LN, or both.

The Local GW is the gateway towards the IP networks (e.g. residential/enterprise networks, Internet) associated with the HeNB. The Local GW has the following PDN GW functions:

-
UE IP address allocation;

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
Packet screening;

-
Functionality as defined in RFC 4861 [32].

Additionally, the Local GW has the following functions:

-
ECM-IDLE mode downlink packet buffering;

-
ECM-CONNECTED mode direct tunnelling towards the HeNB.

NOTE 5:
The architecture for SIPTO at the Local Network with L-GW function collocated with a HeNB depicted in Figure 4.4.9-1 also applies to SIPTO at the Local Network with L-GW function collocated with an eNB.

4.4.10
DeNB

DeNB function is described in more detail in TS 36.300 [5].

DeNB provides the necessary S/P‑GW functions for the operation of RNs connected to the DeNB.

In order to provide the Relay Function the DeNB shall support  the following P-GW functions:

-
IP address allocation for the UE functionality of the RN;

-
Downlink transport level packet mapping between the DSCP value used over S1-U of the UE (which is the SGi interface of the PGW function in the DeNB) and the EPS bearers with an appropriate QCI value established between the PGW function in the DeNB and the UE function of the RN;

-
Uplink transport level packet mapping between QCI value of the EPS bearers (established between the PGW function in the DeNB and the UE function of the RN) and the DSCP value used over S1-U of the UE (which is the SGi interface of the PGW function in the DeNB).

In order to provide the Relay Function  the DeNB shall support  the following S-GW functions:

-
Termination the S11 session of the MME(RN).

S-GW functions related to ECM-IDLE are not required.

S-GW functions related to mobility management are not supported.

4.4.11
CSG Subscriber Server

CSG Subscriber Server (CSS) is an optional element that stores CSG subscription data for roaming subscribers. The CSS stores and provides VPLMN specific CSG subscription information to the MME. The CSS is accessible from the MME via the S7a interface. The CSS is always in the same PLMN as the current MME.

If the same CSG ID exists in both CSS subscription data and HSS subscription data, the CSG subscription data from the HSS shall take precedence over the data from CSS.

Figure 4.4.11-1 illustrates CSS connected to MME.
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Figure 4.4.11-1: CSS connected to MME

4.4.12
RAN Congestion Awareness Function

The RAN Congestion Awareness Function (RCAF) is an element that provides RAN User Plane Congestion Information (RUCI) to the PCRF to enable the PCRF to take the RAN user plane congestion status into account for policy decisions.

The RCAF collects information related to user plane congestion from the RAN's OAM system based on which the RCAF determines the congestion level (and the identifier) of an eNB or E-UTRAN cell.

Via the Nq interface the RCAF determines the UEs served by a congested eNB or congested E-UTRAN cell and retrieves the APNs of the active PDN connections of those UEs. The decision whether the RCAF operates on eNB or E-UTRAN cell level is up to operator configuration.

Via the Np reference point, the RCAF sends the RUCI to the PCRFs serving the UEs' PDN connections.

NOTE 1:
The details of congestion reporting to the PCRF and the Np reference point are specified in TS 23.203 [6].

NOTE 2:
In the case of roaming or RAN sharing as specified in TS 23.251 [24], Np is an inter-operator reference point. Whether Np applies in case of roaming and RAN sharing is subject to inter-operator agreements.

Figure 4.4.12-1 illustrates the RCAF connected to the MME. The RCAF is located in the same PLMN as the serving MME except in network sharing scenarios where the RCAF belongs to the RAN operator.
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Figure 4.4.12-1: RCAF connected to MME

============== END of CHANGES ========================
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