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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.

Serving GW Service Area: A Serving GW Service Area is defined as an area within which a UE may be served without need to change the Serving GW. A Serving GW Service Area is served by one or more Serving GWs in parallel. Serving GW Service Areas are a collection of complete Tracking Areas. Serving GW Service Areas may overlap each other.

PDN Connection: The association between a UE represented by one IPv4 address and/or one IPv6 prefix and a PDN represented by an APN.

Default Bearer: The EPS bearer which is first established for a new PDN connection and remains established throughout the lifetime of the PDN connection.

Default APN: A Default APN is defined as the APN which is marked as default in the subscription data and used during the Attach procedure and the UE requested PDN connectivity procedure when no APN is provided by the UE.

Emergency attached UE: A UE which only has bearer(s) related to emergency bearer service.

NOTE 1:
The above term is equivalent to the term "attached for emergency bearer services" as specified in TS 24.301 [46].

LIPA PDN connection: a PDN Connection for local IP access for a UE connected to a HeNB.

SIPTO at local network PDN connection: a PDN connection for SIPTO at local network for a UE connected to a (H)eNB.

Correlation ID: For a LIPA PDN connection, Correlation ID is a parameter that enables direct user plane path between the HeNB and L-GW.

SIPTO Correlation ID: For a SIPTO at local network PDN connection, SIPTO Correlation ID is a parameter that enables direct user plane path between the (H)eNB and L-GW when they are collocated.

Local Home Network: A set of (H)eNBs and L-GWs in the standalone GW architecture, where the (H)eNBs have IP connectivity for SIPTO at the Local Network via all the L-GWs.

Local Home Network ID: An identifier that uniquely identifies a Local Home Network within a PLMN.

Presence Reporting Area: An area defined within 3GPP Packet Domain for the purposes of reporting of UE presence within that area due to policy control and/or charging reasons. In case of E-UTRAN, a Presence Reporting Area may consist in a set of neighbor or non-neighbor Tracking Areas, or eNBs and/or cells. There are two types of Presence Reporting Areas: "UE-dedicated Presence Reporting Areas" and "Core Network pre-configured Presence Reporting Areas" that apply to an MME pool.

RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a prolonged period of time.

NOTE 2:
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

IOPS-capable eNB: an eNB that has the capability of IOPS mode operation, which provides local IP connectivity and public safety services to IOPS-enabled UEs via a Local EPC when the eNB has lost backhaul to the Macro EPC or it has no backhaul to the Macro EPC.

IOPS network: an IOPS network consists of one or more eNBs operating in IOPS mode and connected to a Local EPC.

Local EPC: a Local EPC is an entity which provides functionality that eNBs in IOPS mode of operation use, instead of the Macro EPC, in order to support public safety services.

Macro EPC: the EPC which serves an eNB when it is not in IOPS mode of operation.

Nomadic EPS: a deployable system which has the capability to provide radio access (via deployable IOPS-capable eNB(s)), local IP connectivity and public safety services to IOPS-enabled UEs in the absence of normal EPS

IOPS-enabled UE: is an UE that is configured to use networks operating in IOPS mode.
Cellular IoT: Cellular network supporting low complexIty and low throughput devices for a network of Things. Cellular IoT supports both IP and non-IP traffic.
NarrowBand-IoT: a 3GPP Radio Access Technology that forms part of Cellular IoT. Unless otherwise indicated in a clause or sub-clause, NarrowBand-IoT is subset of E-UTRAN.
LTE: the subset of E-UTRAN Radio Access Technologies that excludes NarrowBand-IoT.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AF
Application Function

ARP
Allocation and Retention Priority

AMBR
Aggregate Maximum Bit Rate

CBC
Cell Broadcast Centre

CBE
Cell Broadcast Entity
CIoT
Cellular IoT
CSG
Closed Subscriber Group

CSG ID
Closed Subscriber Group Identity
CSS
CSG Subscriber Server

DCN
Dedicated Core Network

DeNB
Donor eNode B

DL TFT
DownLink Traffic Flow Template
ECGI
E-UTRAN Cell Global Identifier

ECM
EPS Connection Management

ECN
Explicit Congestion Notification

EMM
EPS Mobility Management
eNB
evolved Node B

EPC
Evolved Packet Core

EPS
Evolved Packet System

E-RAB
E-UTRAN Radio Access Bearer

E-UTRAN
Evolved Universal Terrestrial Radio Access Network

GBR
Guaranteed Bit Rate

GUMMEI
Globally Unique MME Identifier

GUTI
Globally Unique Temporary Identity

GW
Gateway

HeNB
Home eNode B

HeNB GW
Home eNode B Gateway

HFN
Hyper Frame Number

IOPS
Isolated E-UTRAN Operation for Public Safety

ISR
Idle mode Signalling Reduction

OCS
Online Charging System

OFCS
Offline Charging System

LBI
Linked EPS Bearer Id

L-GW
Local GateWay

LIPA
Local IP Access

MBR
Maximum Bit Rate

MME
Mobility Management Entity

MMEC
MME Code

MTC
Machine-Type Communications

M-TMSI
M-Temporary Mobile Subscriber Identity
NB-IoT
NarrowBand IoT
OMC-ID
Operation and Maintenance Centre Identity

P‑GW
PDN Gateway

PCC
Policy and Charging Control

PCRF
Policy and Charging Rules Function

PRA
Presence Reporting Area

PDCP
Packet Data Convergence Protocol

PMIP
Proxy Mobile IP

PSAP
Public Safety Answering Point

PSM
Power Saving Mode

PTI
Procedure Transaction Id

QCI
QoS Class Identifier

RCAF
RAN Congestion Awareness Function

RFSP
RAT/Frequency Selection Priority

RN
Relay Node

RUCI
RAN User Plane Congestion Information

S‑GW
Serving Gateway

S-TMSI
S-Temporary Mobile Subscriber Identity

SDF
Service Data Flow

SIPTO
Selected IP Traffic Offload

TAC
Tracking Area Code

TAD
Traffic Aggregate Description

TAI
Tracking Area Identity

TAU
Tracking Area Update

TI
Transaction Identifier

TIN
Temporary Identity used in Next update

URRP-MME
UE Reachability Request Parameter for MME

UL TFT
UpLink Traffic Flow Template

ULR-Flags
Update Location Request Flags

4
Architecture model and concepts

4.1
General concepts

Local breakout of IP traffic via the visited PLMN is supported, when network policies and user subscription allow it. Local breakout may be combined with support for multiple simultaneous PDN connections, described in clause 5.10.
In case of Cellular IoT, EPS optimizations (CIoT EPS Optimisations) apply for improved support of small data transfer. One optimisation is based on User Plane transport of user data and is referred to as User Plane CIoT EPS Optimisation. The other transports user data via the Control Plane node and is referred to as Control Plane CIoT EPS Optimisation. The Control Plane CIoT EPS Optimization is supported for the NB-IoT.
With the introduction of NB-IoT, several types of MME are envisaged, i.e. an MME that only supports NB-IoT UEs; an MME that does not support NB-IoT UEs; and an MME that can support all E-UTRAN UEs. The E-UTRAN shall support the routeing of UEs to an MME that supports that type of UE.
************ next change **********

4.3.2
Network access control functions

4.3.2.1
General

Network access is the means by which a user is connected to the evolved packet core system.

4.3.2.2
Network/Access network selection

It is the means by which a UE selects a PLMN/Access network from which to gain connectivity. The network/access network selection procedure varies for different access technologies. For 3GPP access networks, the network selection principles are described in TS 23.122 [10]. For 3GPP access networks, the access network selection procedures are described in TS 36.300 [5], TS 43.022 [11] and TS 25.304 [12].

Architectural impacts stemming from support for network/access network selection procedures for non-3GPP access and between 3GPP access and non-3GPP accesses are described in TS 23.402 [2].

********* next changes ********

4.3.7.2
Load balancing between MMEs

The MME Load Balancing functionality permits UEs that are entering into an MME Pool Area to be directed to an appropriate MME in a manner that achieves load balancing between MMEs. This is achieved by setting a Weight Factor for each MME, such that the probability of the eNodeB selecting an MME is proportional to its Weight Factor. The Weight Factor is typically set according to the capacity of an MME node relative to other MME nodes. The Weight Factor is sent from the MME to the eNodeB via S1-AP messages (see TS 36.413 [36]). If a HeNB GW is deployed, the Weight Factor is sent from the MME to the HeNB GW.

NOTE 1:
An operator may decide to change the Weight Factor after the establishment of S1-MME connectivity as a result of changes in the MME capacities. E.g., a newly installed MME may be given a very much higher Weight Factor for an initial period of time making it faster to increase its load.

NOTE 2:
It is intended that the Weight Factor is NOT changed frequently. e.g. in a mature network, changes on a monthly basis could be anticipated, e.g. due to the addition of RAN or CN nodes.

In some networks, the eNodeB may be configured to select specific MME for UEs configured for low access priority with a different load balance to that used for MME selection for other UEs.

In some networks, an eNodeB that supports NB-IoT and LTE may be connected to some MMEs that do not support UEs accessing over NB-IoT and/or some MMEs that only support UEs accessing over LTE and/or some MMEs that support both NB-IoT and LTE access. To support this, the MMEs shall indicate their weight factor for each RAT.
NOTE 3:
The eNodeB can determine whether or not the "UE is configured for low access priority" from information received in the RRC establishment signalling.

When DCNs are used, load balancing by eNodeB is only performed between MMEs that belong to the same DCN, i.e. MMEs with the same PLMN and MMEGI value. The DCN Load Balancing functionality permits UEs that are entering into a pool area or being re-directed to an appropriate DCN to be distributed in a manner that achieves load balancing between the CN nodes of the same DCN. The eNodeB may be configured to select MME(s) from a specific CN for UEs configured for low access priority only for the case that no other information and configuration is available for selecting an MME from a specific DCN.

******* next changes ************************

4.3.8
Selection functions

4.3.8.1
PDN GW selection function (3GPP accesses)

The PDN GW selection function allocates a PDN GW that shall provide the PDN connectivity for the 3GPP access. The function uses subscriber information provided by the HSS and possibly additional criteria such as UE type (e.g. support for NB-IoT, LTE or both), SIPTO/LIPA support per APN configured in the SGSN/MME. The criteria for PDN GW selection may include load balancing between PDN GWs. When the PDN GW IP addresses returned from the DNS server include Weight Factors, the MME should use it if load balancing is required. The Weight Factor is typically set according to the capacity of a PDN GW node relative to other PDN GW nodes serving the same APN. For further details on the DNS procedure see TS 29.303 [61].

When the MME supports the GTP-C Load Control feature, it takes into account the Load Information received from the PDN GW in addition to the Weight Factors received from the DNS server to perform selection of an appropriate PDN GW.

NOTE 1:
How Weight Factors can be used in conjuction with Load Information received via GTP control plane signalling is left up to Stage 3.

The PDN subscription contexts provided by the HSS contain:

-
the identity of a PDN GW and an APN (PDN subscription contexts with subscribed PDN GW address are not used when there is interoperation with pre Rel‑8 2G/3G SGSN), or

-
an APN and an indication for this APN whether the allocation of a PDN GW from the visited PLMN is allowed or whether a PDN GW from the home PLMN shall be allocated. Optionally an identity of a PDN GW may be contained for handover with non-3GPP accesses.
-
optionally for an APN, an indication of whether SIPTO above RAN, or SIPTO at the Local Network, or both, is allowed or prohibited for this APN.

-
optionally for an APN, an indication of whether LIPA is conditional, prohibited, or only LIPA is supported for this APN.

In the case of static address allocation, a static PDN GW is selected by either having the APN configured to map to a given PDN GW, or the PDN GW identity provided by the HSS indicates the static PDN GW.

The HSS also indicates which of the PDN subscription contexts is the Default one for the UE.

To establish connectivity with a PDN when the UE is already connected to one or more PDNs, the UE provides the requested APN for the PDN GW selection function.

If one of the PDN subscription contexts provided by the HSS contains a wild card APN (see TS 23.003 [9]), a PDN connection with dynamic address allocation may be established towards any APN requested by the UE. An indication that SIPTO (above RAN, at the local network, or both) is allowed or prohibited for the wild card APN allows or prohibits SIPTO for any APN that is not present in the subscription data.

If the HSS provides the identity of a statically allocated PDN GW, or the HSS provides the identity of a dynamically allocated PDN GW and the Request Type indicates "Handover", no further PDN GW selection functionality is performed. If the HSS provides the identity of a dynamically allocated PDN GW, the HSS also provides information that identifies the PLMN in which the PDN GW is located.

NOTE 2:
The MME uses this information to determine an appropriate APN-OI and S8 protocol type (PMIP or GTP) when the MME and PDN GW are located in different PLMNs.

If the HSS provides the identity of a dynamically allocated PDN GW and the Request Type indicates "initial Request", either the provided PDN GW is used or a new PDN GW is selected. When a PDN connection for an APN with SIPTO-allowed is requested, the PDN GW selection function shall ensure the selection of a PDN GW that is appropriate for the UE's location. The PDN GW identity refers to a specific PDN GW. If the PDN GW identity includes the IP address of the PDN GW, that IP address shall be used as the PDN GW IP address; otherwise the PDN GW identity includes an FQDN which is used to derive the PDN GW IP address by using Domain Name Service function, taking into account the protocol type on S5/S8 (PMIP or GTP).

NOTE 3:
Provision of a PDN GW identity of a PDN GW as part of the subscriber information allows also for a PDN GW allocation by HSS.

If the HSS provides a PDN subscription context that allows for allocation of a PDN GW from the visited PLMN for this APN and, optionally, the MME is configured to know that the visited VPLMN has a suitable roaming agreement with the HPLMN of the UE, the PDN GW selection function derives a PDN GW identity from the visited PLMN. If a visited PDN GW identity cannot be derived, or if the subscription does not allow for allocation of a PDN GW from the visited PLMN, then the APN is used to derive a PDN GW identity from the HPLMN. The PDN GW identity is derived from the APN, subscription data and additional information by using the Domain Name Service function. If the PDN GW identity is a logical name instead of an IP address, the PDN GW address is derived from the PDN GW identity, protocol type on S5/S8 (PMIP or GTP) by using the Domain Name Service function. The S8 protocol type (PMIP or GTP) is configured per HPLMN in MME/SGSN.
In order to select the appropriate PDN GW for SIPTO above RAN service, the PDN GW selection function uses the TAI (Tracking Area Identity), the serving eNodeB identifier, or TAI together with serving eNodeB identifier depending on the operator's deployment during the DNS interrogation as specified in TS 29.303 [61] to find the PDN GW identity. In roaming scenario PDN GW selection for SIPTO is only possible when a PDN GW in the visited PLMN is selected. Therefore in a roaming scenario with home routed traffic, PDN GW selection for SIPTO is not performed.

In order to select the appropriate GW for SIPTO at the local network service with a stand-alone GW (with S-GW and L-GW collocated), the PDN GW selection function uses the APN and the Local Home Network ID during the DNS interrogation as specified in TS 29.303 [61] to find the PDN GW identity. The Local Home Network ID is provided to the MME by the (H)eNB in every INITIAL UE MESSAGE and every UPLINK NAS TRANSPORT control message as specified in TS 36.413 [36]. The MME uses the Local Home Network ID to determine if the UE has left its current local network and if S-GW relocation is needed.

For SIPTO at the Local Network with L-GW function collocated with the (H)eNB the PDN GW selection function uses the L-GW address proposed by the (H)eNB in the S1-AP message, instead of DNS interrogation.

In order to select the appropriate L-GW for LIPA service, if permitted by the CSG subscription data and if the UE is roaming, the VPLMN LIPA is allowed, the PDN GW selection function uses the L-GW address proposed by HeNB in the S1-AP message, instead of DNS interrogation. If no L-GW address is proposed by the HeNB and the UE requested an APN with LIPA permissions set to "LIPA-only", the request shall be rejected. If no L-GW address is proposed by the HeNB and the UE requested an APN with LIPA permissions set to "LIPA-conditional", the MME uses DNS interrogation for PGW selection to establish a non-LIPA PDN connection. The PDN subscription context for an APN with LIPA permissions set to "LIPA-only" shall not contain a statically configured PDN address or a statically allocated PDN GW. A static PDN address or a static PDN GW address, if configured by HSS for an APN with LIPA permissions set to "LIPA-conditional", is ignored by MME when the APN is established as a LIPA PDN connection. When establishing a PDN connection for a LIPA APN, the VPLMN Address Allowed flag is not considered.

The PDN GW domain name shall be constructed and resolved by the method described in TS 29.303 [61], which takes into account any value received in the APN‑OI Replacement field for home routed traffic. Otherwise, or when the resolution of the above PDN GW domain name fails, the PDN GW domain name shall be constructed by the serving node using the method specified in Annex A of TS 23.060 [7] and clause 9 of TS 23.003 [9]. If the Domain Name Service function provides a list of PDN GW addresses, one PDN GW address is selected from this list. If the selected PDN GW cannot be used, e.g. due to an error, then another PDN GW is selected from the list. The specific interaction between the MME/SGSN and the Domain Name Service function may include functionality to allow for the retrieval or provision of additional information regarding the PDN GW capabilities (e.g. whether the PDN GW supports PMIP‑based or GTP-based S5/S8, or both).

NOTE 4:
The APN as constructed by the MME/SGSN for PDN GW resolution takes into account the APN-OI Replacement field. This differs from the APN that is provided in charging data to another SGSN and MME over the S3, S10 and S16 interfaces as well as to Serving GW and PDN GW over the S11, S4 and S5/S8 interfaces, in that the APN-OI Replacement field is not applied. See clause 5.7.2 of the present document for more details.

If the UE provides an APN for a PDN, this APN is then used to derive the PDN GW identity as specified for the case of HSS provided APN if one of the subscription contexts allows for this APN.

If there is an existing PDN connection to the same APN used to derive the PDN GW address, the same PDN GW shall be selected.

As part of PDN GW selection, an IP address of the assigned PDN GW may be provided to the UE for use with host based mobility as defined in TS 23.402 [2], if the PDN GW supports host-based mobility for inter-access mobility towards accesses where host-based mobility can be used. If a UE explicitly requests the address of the PDN GW and the PDN GW supports host based mobility then the PDN GW address shall be returned to the UE.

When DCNs with dedicated PDN GWs are used, the DNS procedure for PDN GW selection may be extended such that a PDN GW belonging to a DCN serving a particular category of UEs, e.g. identified by UE Usage Type, is selected.
When a VPLMN supports both NB-IoT UEs and LTE UEs the DNS procedure for PDN GW selection shall permit a PDN GW suitable for that type of UE to be selected.
4.3.8.2
Serving GW selection function

The Serving GW selection function selects an available Serving GW to serve a UE. The selection bases on network topology, i.e. the selected Serving GW serves the UE's location and for overlapping Serving GW service areas, the selection may prefer Serving GWs with service areas that reduce the probability of changing the Serving GW. When SIPTO is allowed then it is also considered as a criterion for Serving GW selection, e.g. when the first PDN connection is requested. Other criteria for Serving GW selection should include load balancing between Serving GWs. When the Serving GW IP addresses returned from the DNS server include Weight Factors, the MME should use it if load balancing is required. The Weight Factor is typically set according to the capacity of a Serving GW node relative to other Serving GW nodes serving the same Tracking area. For further details on DNS procedure see TS 29.303 [61].

When the MME supports the GTP-C Load Control feature, it takes into account the Load Information received from the Serving GW in addition to the Weight Factors received from the DNS server to perform selection of an appropriate Serving GW.

NOTE:
How Weight Factors can be used in conjuction with Load Information received via GTP control plane signalling is left up to Stage 3.

If a subscriber of a GTP only network roams into a PMIP network, the PDN GWs selected for local breakout support the PMIP protocol, while PDN GWs for home routed traffic use GTP. This means the Serving GW selected for such subscribers may need to support both GTP and PMIP, so that it is possible to set up both local breakout and home routed sessions for these subscribers. For a Serving GW supporting both GTP and PMIP, the MME/SGSN should indicate the Serving GW which protocol should be used over S5/S8 interface. The MME/SGSN is configured with the S8 variant(s) on a per HPLMN granularity.
If a subscriber of a GTP only network roams into a PMIP network, the PDN GWs selected for local breakout may support GTP or the subscriber may not be allowed to use PDN GWs of the visited network. In both cases a GTP only based Serving GW may be selected. These cases are considered as roaming between GTP based operators.

If combined Serving and PDN GWs are configured in the network the Serving GW Selection Function may preferably derive a Serving GW that is also a PDN GW for the UE.

In order to provide SIPTO at the local network service with stand-alone GW, the L-GW and Serving GW shall be co-located. The Serving GW selection function in the MME is used to ensure that the Serving GW is provided according to operator policy as described in clause 4.3.15a. When the L-GW is collocated with the (H)eNB, the Serving GW remains located in the mobile operator's core network.

The Domain Name Service function may be used to resolve a DNS string into a list of possible Serving GW addresses which serve the UE's location. The specific interaction between the MME/SGSN and the Domain Name Service function may include functionality to allow for the retrieval or provision of additional information regarding the Serving GW capabilities (e.g. whether the Serving GW supports PMIP-based or GTP-based S5/S8, or both). The details of the selection are implementation specific.

For handover from non-3GPP accesses in roaming scenario, the Serving GW selection function for local anchoring is described in TS 23.402 [2].

The Serving GW selection function in the MME is used to ensure that all Tracking Areas in the Tracking Area List belong to the same Serving GW service area.

When DCNs with dedicated Serving GWs are used, the DNS procedure for Serving GW selection may be extended such that a Serving GW belonging to a DCN serving a particular category of UEs, e.g. identified by UE Usage Type, is selected.
When a VPLMN supports both NB-IoT UEs and LTE UEs, the DNS procedure for Serving GW selection shall permit a Serving GW suitable for that type of UE to be selected.
4.3.8.3
MME selection function

The MME selection function selects an available MME for serving a UE. The selection is based on network topology, i.e. the selected MME serves the UE's location and for overlapping MME service areas, the selection may prefer MMEs with service areas that reduce the probability of changing the MME. When a MME/SGSN selects a target MME, the selection function performs a simple load balancing between the possible target MMEs. In networks that deploy dedicated MMEs/SGSNs for UEs configured for low access priority, the possible target MME selected by source MME/SGSN is typically restricted to MMEs with the same dedication.
When a MME/SGSN supporting DCNs selects a target MME, the selected target MME should be restricted to MMEs that belong to the same DCN. The DNS procedure may be extended to allow the source CN node to select the target MME from a given DCN. If both low access priority and UE Usage Type parameter are used for MME selection, selection based on UE Usage type parameter overrides selection based on the low access priority indication.
NOTE:
Because NB-IoT does not support network controlled mobility, the MME/SGSN’s MME selection function does not need to take the UE’s NB-IoT capability into account in this release of the specifications.
When an eNodeB selects an MME, the eNodeB may use a selection function which distinguishes if the GUMMEI is mapped from P-TMSI/RAI or is a native GUMMEI. The indication of mapped or native GUMMEI shall be signalled by the UE to the eNodeB as an explicit indication. The eNodeB may differentiate between a GUMMEI mapped from P‑TMSI/RAI and a native GUMMEI based on the indication signalled by the UE. Alternatively, the differentiation between a GUMMEI mapped from P-TMSI/RAI and a native GUMMEI may be performed based on the value of most significant bit of the MME Group ID, for PLMNs that deploy such mechanism. In this case, if the MSB is set to "0" then the GUMMEI is mapped from P-TMSI/RAI and if MSB is set to "1", the GUMMEI is a native one. Alternatively the eNodeB makes the selection of MME only based on the GUMMEI without distinguishing on mapped or native.

When an eNodeB selects an MME, the selection shall achieve load balancing as specified in clause 4.3.7.2.

When DCNs are deployed, to maintain a UE in the same DCN when the UE enters a new MME pool area, the eNodeB's NNSF should have configuration that selects, based on the MMEGIs or NRIs of neighbouring pool areas, a connected MME from the same DCN. Alternately, for PLMN wide inter-pool intra-RAT mobility, the operator may divide up the entire MMEGI and NRI value space into non-overlapping sets with each set allocated to a particular DCN. In this case all eNodeBs may be configured with the same MME selection configuration.
When selecting an MME for a UE that is using the NB-IoT RAT, the eNodeB’s MME selection algorithm shall take into account the MME’s support (or non-support) for NB-IoT.
************ next changes **************

4.3.25
Dedicated Core Networks (DCNs)

4.3.25.1
General

This feature enables an operator to deploy multiple DCNs within a PLMN with each DCN consisting of one or multiple CN nodes. Each DCN may be dedicated to serve specific type(s) of subscriber. This is an optional feature and enables DCNs to be deployed for one or multiple RATs (e.g. GERAN, UTRAN, E-UTRAN, LTE, NB-IoT, …). There can be several motivations for deploying DCNs, e.g. to provide DCNs with specific characteristics/functions or scaling, to isolate specific UEs or subscribers (e.g. M2M subscribers, subscribers belonging to a specific enterprise or separate administrative domain, etc.).

A DCN comprises of one or more MME/SGSN and it may comprise of one or more SGW/PGW/PCRF. This feature enables subscribers to be allocated to and served by a DCN based on subscription information ("UE Usage Type"). The feature requires no specific UE functionality, i.e. it works also with UEs of earlier releases.

The main specific functions are for routing and maintaining UEs in their respective DCN. The following deployment scenarios are supported for DCN:

-
DCNs may be deployed to support one RAT only, (e.g. only dedicated MMEs are deployed to support E-UTRAN and dedicated SGSNs are not deployed), to support multiple RATs, or to support all RATs.

-
Networks deploying DCNs may have a default DCN, which is managing UEs for which a DCN is not available or if tsufficient information is not available to assign a UE to a DCN. One or multiple DCNs may be deployed together with a default DCN that all share the same RAN.

-
The architecture supports scenarios where the DCN is only deployed in a part of the PLMN e.g. only for one RAT or only in a part of the PLMN area. Such heterogeneous or partial deployment of DCNs may, depending on operator deployment and configuration, result in service with different characteristics or functionality, depending on whether the UE is inside or outside the service area or RAT that supports the DCN.

NOTE 1:
Heterogeneous or partial deployment of DCNs may result in increased occurrence of UEs first being served by a CN node in the default DCN and then being redirected to a CN node in the DCN that serves the UE when the UE moves from areas outside of DCN coverage to an area of DCN coverage. It may also result in an increased re-attach rate in the network. As this has impacts on the required capacity of the default CN nodes deployed at edge of DCN coverage, it is not recommended to deploy DCNs heterogeneously or partially.

-
Even if the DCN is not deployed to serve a particular RAT or service area of PLMN, the UE in that RAT or service area may still be served by a PGW from the DCN.

High level overview for supporting DCNs is provided below. Details are captured in appropriate clauses of this specification, TS 23.060 [7] and TS 23.236 [30].

-
An optional subscription information parameter ("UE Usage Type") is used in the selection of a DCN. An operator configures which of his DCN(s) serves which UE Usage Type(s). Multiple UE Usage Types can be served by the same DCN. The HSS provides the "UE Usage Type" value in the subscription information of the UE to the MME/SGSN. The serving network selects the DCN based on the operator configured (UE Usage Type to DCN) mapping, other locally configured operator's policies and the UE related context information available at the serving network, e.g. information about roaming. Both standardized and operator specific values for UE Usage Type are possible.

-
If the configuration shows no DCN for the specific "UE Usage Type" value in the subscription information, then the serving MME/SGSN serves the UE by the default DCN or selects a DCN using serving operator specific policies.

-
The "UE Usage Type" is associated with the UE (describing its usage characteristic), i.e. there is only one UE Usage Type" per UE subscription.

-
For each DCN, one or more CN nodes may be configured as part of a pool.

-
For MME, the MMEGI(s) identifies a DCN within the PLMN. For SGSNs, a group identifier(s) identifies a DCN within the PLMN. That is, the group of SGSNs that belong to a DCN within a PLMN. This identifier may have the same format as NRI (e.g. an NRI value that does not identify a specific SGSN node in the serving area) in which case it is called "Null-NRI" or it may have a format independent of NRI, in which case it is called "SGSN Group ID". The "Null-NRI" or "SGSN Group ID" is provided by an SGSN to RAN which triggers the NNSF procedure to select an SGSN from the group of SGSNs corresponding to the Null-NRI/SGSN Group ID (see clause 5.19.1).

NOTE 2:
SGSN Group IDs enable to handle deployment scenarios where in a service area all NRI values are allocated to SGSNs and hence no NRI value remains that can be used as Null-NRI.

-
The dedicated MME/SGSN that serves the UE selects a dedicated S-GW and P-GW based on UE Usage Type.

-
At initial access to the network if sufficient information is not available for RAN to select a specific DCN, the RAN may selects a CN node from the default DCN. A redirection to another DCN may then be required.

-
To redirect a UE from one DCN to a different DCN, the redirection procedure via RAN, described in clause 5.19.1, is used to forward the NAS message of the UE to the target DCN.

-
All selection functions are aware of DCN(s), including the network node selection function (NNSF) of RAN nodes, for selecting and maintaining the appropriate DCN for the UEs.

***************** next changes *************

4.4
Network elements

4.4.1
E-UTRAN

E-UTRAN is described in more detail in TS 36.300 [5].

In addition to the E-UTRAN functions described in TS 36.300 [5], E-UTRAN functions include:

-
Header compression and user plane ciphering;

-
MME selection when no routing to an MME can be determined from the information provided by the UE;

-
UL bearer level rate enforcement based on UE-AMBR and MBR via means of uplink scheduling
(e.g. by limiting the amount of UL resources granted per UE over time);

-
DL bearer level rate enforcement based on UE-AMBR;

-
UL and DL bearer level admission control;

-
Transport level packet marking in the uplink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
ECN-based congestion control.

4.4.2
MME

MME functions include:

-
NAS signalling;

-
NAS signalling security;
-
Inter CN node signalling for mobility between 3GPP access networks (terminating S3);

-
UE Reachability in ECM-IDLE state (including control, execution of paging retransmission and optionally Paging Policy Differentiation);

-
Tracking Area list management;

-
Mapping from UE location (e.g. TAI) to time zone, and signalling a UE time zone change associated with mobility,

-
PDN GW and Serving GW selection;

-
MME selection for handovers with MME change;

-
SGSN selection for handovers to 2G or 3G 3GPP access networks;

-
Roaming (S6a towards home HSS);

-
Authentication;

-
Authorization;

-
Bearer management functions including dedicated bearer establishment;

-
Lawful Interception of signalling traffic;

-
Warning message transfer function (including selection of appropriate eNodeB);
-
UE Reachability procedures;

-
Support Relaying function (RN Attach/Detach);
-
Change of UE presence in Presence Reporting Area reporting upon PCC request,

-
in the case of Change of UE presence in Presence Reporting Area reporting, management of Core Network pre-configured Presence Reporting Areas.
-
Accounting per UE for user traffic not transported via the Serving GW (e.g. traffic using T6a) 
-
For the Control Plane CIoT EPS Optimisation: 
a) transport of user data;
b) local Mobility Anchor point;
c) header compression; 
d) ciphering and integrity protection of user data; 
e) Uplink and Downlink rate enforcement based on the UE-AMBR for the current RAT.
f) Lawful Interception of user traffic not transported via the Serving GW (e.g. traffic using T6a
NOTE2 :
The Serving GW and the MME may be implemented in one physical node or separated physical nodes. For CIoT EPS Optimization, the Serving GW and the MME can be implemented in one physical node (e.g. C-SGN) or separated physical nodes. The C-SGN can also encompass the PDN GW function
The MME shall signal a change in UE Time Zone only in case of mobility and in case of UE triggered Service Request, PDN Disconnection and UE Detach. If the MME cannot determine whether the UE Time Zone has changed (e.g. the UE Time Zone is not sent by the old MME during MME relocation), the MME should not signal a change in UE Time Zone. A change in UE Time Zone caused by a regulatory mandated time change (e.g. daylight saving time or summer time change) shall not trigger the MME to initiate signalling procedures due to the actual change. Instead the MME shall wait for the UE's next mobility event or Service Request procedure and then use these procedures to update the UE Time Zone information in the PDN GW.

4.4.3
Gateway

4.4.3.1
General

Two logical Gateways exist:

-
Serving GW (S‑GW);

-
PDN GW (P‑GW).

NOTE:
The PDN GW and the Serving GW may be implemented in one physical node or separated physical nodes.

4.4.3.2
Serving GW

The Serving GW is the gateway which terminates the user plane interface towards E-UTRAN (except when user data is transported using the Control Plane CIoT EPS Optimisation).
For each UE associated with the EPS, at a given point of time, there is a single Serving GW.

The functions of the Serving GW, for both the GTP-based and the PMIP-based S5/S8, include:

-
the local Mobility Anchor point for inter-eNodeB handover (when user data is not transported using the Control Plane CIoT EPS Optimisation);

-
sending of one or more "end marker" to the source eNodeB, source SGSN or source RNC immediately after the Serving GW switches the path during inter-eNodeB and inter-RAT handover, especially to assist the reordering function in eNodeB.

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW);

-
ECM-IDLE mode downlink packet buffering and initiation of network triggered service request procedure and optionally Paging Policy Differentiation;

-
Lawful Interception;

-
Packet routing and forwarding;

-
Transport level packet marking in the uplink and the downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging. For GTP-based S5/S8, the Serving GW generates accounting data per UE and bearer;

-
Interfacing OFCS according to charging principles and through reference points specified in TS 32.240 [51];

-
Forwarding of "end marker" to the source eNodeB, source SGSN or source RNC when the "end marker" is received from PGW and the Serving GW has downlink user plane established. Upon reception of "end marker", the Serving GW shall not send Downlink Data Notification.

Additional Serving GW functions for the PMIP-based S5/S8 are captured in TS 23.402 [2].

Connectivity to a GGSN is not supported.

4.4.3.3
PDN GW

The PDN GW is the gateway which terminates the SGi interface towards the PDN.

If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE, however a mix of S5/S8 connectivity and Gn/Gp connectivity is not supported for that UE simultaneously.

PDN GW functions include for both the GTP-based and the PMIP-based S5/S8:

-
Per-user based packet filtering (by e.g. deep packet inspection);

-
Lawful Interception;

-
UE IP address allocation;

-
Transport level packet marking in the uplink and downlink, e.g. setting the DiffServ Code Point, based on the QCI of the associated EPS bearer;

-
Accounting for inter-operator charging: for home routed roaming, the P-GW shall collect and report the uplink and downlink data volume (per EPS bearer) as received from and sent to the serving node;

-
UL and DL service level charging as defined in TS 23.203 [6]
(e.g. based on SDFs defined by the PCRF, or based on deep packet inspection defined by local policy);

-
Interfacing OFCS through according to charging principles and through reference points specified in TS 32.240 [51].

-
UL and DL service level gating control as defined in TS 23.203 [6];

-
UL and DL service level rate enforcement as defined in TS 23.203 [6]
(e.g. by rate policing/shaping per SDF);

-
UL and DL rate enforcement based on APN-AMBR
(e.g. by rate policing/shaping per aggregate of traffic of all SDFs of the same APN that are associated with Non-GBR QCIs);

-
DL rate enforcement based on the accumulated MBRs of the aggregate of SDFs with the same GBR QCI
(e.g. by rate policing/shaping);

-
DHCPv4 (server and client) and DHCPv6 (client and server) functions;

-
The network does not support PPP bearer type in this version of the specification. Pre-Release 8 PPP functionality of a GGSN may be implemented in the PDN GW;
-
In CIoT EPS Optimizations, the PGW may support Non-IP data transfer.
-
packet screening;

-
sending of one or more "end marker" to the source SGW immediately after switching the path during SGW change;
-
PCC related features (e.g. involving PCRF and OCS) as described in TS 23.203 [6].

Additionally the PDN GW includes the following functions for the GTP-based S5/S8:

-
UL and DL bearer binding as defined in TS 23.203 [6];

-
UL bearer binding verification as defined in TS 23.203 [6];

-
Functionality as defined in RFC 4861 [32];

-
Accounting per UE and bearer.

The P‑GW provides PDN connectivity to both GERAN/UTRAN only UEs and E‑UTRAN capable UEs using any of E‑UTRAN, GERAN or UTRAN. The P‑GW provides PDN connectivity to E‑UTRAN capable UEs using E‑UTRAN only over the S5/S8 interface.

************** next changes ********************

4.6.2
Definition of main EPS Mobility Management states

4.6.2.1
EMM-DEREGISTERED

In the EMM‑DEREGISTERED state, the EMM context in MME holds no valid location or routing information for the UE. The UE is not reachable by a MME, as the UE location is not known.

In the EMM-DEREGISTERED state, some UE context can still be stored in the UE and MME, e.g. to avoid running an AKA procedure during every Attach procedure.

During the successful Inter-RAT TAU/RAU/handover procedure and ISR activated is not indicated to the UE, the old S4 SGSN/old MME changes the EMM state of the UE to GPRS-IDLE/PMM-DETACHED/EMM-DEREGISTERED.

4.6.2.2
EMM-REGISTERED

The UE enters the EMM-REGISTERED state by a successful registration with an Attach procedure to either E-UTRAN or GERAN/UTRAN. The MME enters the EMM-REGISTERED state by a successful Tracking Area Update procedure for a UE selecting an E-UTRAN cell from GERAN/UTRAN or by an Attach procedure via E-UTRAN. In the EMM-REGISTERED state, the UE can receive services that require registration in the EPS.

NOTE:
The UE employs a single combined state machine for EMM and GMM states.

The UE location is known in the MME to at least an accuracy of the tracking area list allocated to that UE (excluding some abnormal cases).

In the EMM-REGISTERED state, the UE shall:

-
always have at least one active PDN connection (unless the UE only supports NB-IoT);
-
setup the EPS security context.

After performing the Detach procedure, the state is changed to EMM-DEREGISTERED in the UE and in the MME. Upon receiving the TAU Reject and Attach Reject messages the actions of the UE and MME depend upon the 'cause value' in the reject message, but, in many cases the state is changed to EMM-DEREGISTERED in the UE and in the MME.

If all the bearers belonging to a LTE UE are released (e.g., after handover from E‑UTRAN to non-3GPP access), the MME shall change the MM state of the LTE UE to EMM-DEREGISTERED. If the UE camps on LTE and the UE detects that all of its bearers are released, the UE shall change the MM state to EMM-DEREGISTERED. If all the bearers (PDP contexts) belonging to a UE are released, while the UE camps on GERAN/UTRAN, the UE shall deactivate ISR by setting its TIN to "P-TMSI" as specified in TS 23.060 [7]. This ensures that the UE performs Tracking Area Update when it re-selects E-UTRAN. If the UE switches off its E‑UTRAN interface when performing handover to non-3GPP access, the UE shall automatically change its MM state to EMM-DEREGISTERED.

The MME may perform an implicit detach any time after the Implicit Detach timer expires. The state is changed to EMM-DEREGISTERED in the MME after performing the implicit detach.

4.6.3
Definition of EPS Connection Management states

4.6.3.1
ECM-IDLE

A UE is in ECM-IDLE state when no NAS signalling connection between UE and network exists. In ECM-IDLE state, a UE performs cell selection/reselection according to TS 36.304 [34] and PLMN selection according to TS 23.122 [10].

There exists no UE context in E-UTRAN for the UE in the ECM-IDLE state. There is no S1_MME and no S1_U connection for the UE in the ECM-IDLE state.

In the EMM-REGISTERED and ECM-IDLE state, the UE shall:

-
perform a tracking area update if the current TA is not in the list of TAs that the UE has received from the network in order to maintain the registration and enable the MME to page the UE;

-
perform the periodic tracking area updating procedure to notify the EPC that the UE is available;

-
perform a tracking area update if the RRC connection was released with release cause "load balancing TAU required";

-
perform a tracking area update when the UE reselects an E-UTRAN cell and the UE's TIN indicates "P-TMSI";

-
perform a tracking area update for a change of the UE's Core Network Capability information or the UE specific DRX parameter;

-
perform a tracking area update when a change in conditions in the UE require a change in the extended idle mode DRX parameters previously provided by the MME.

-
perform a tracking area update when the UE manually selects a CSG cell, and the CSG ID and associated PLMN of that cell is absent from both the UE's Allowed CSG list and the UE's Operator CSG list;

-
answer to paging from the MME by performing a service request procedure;

-
perform the service request procedure in order to establish the radio bearers when uplink user data is to be sent.

The UE and the MME shall enter the ECM-CONNECTED state when the signalling connection is established between the UE and the MME. Initial NAS messages that initiate a transition from ECM-IDLE to ECM-CONNECTED state are Attach Request, Tracking Area Update Request, Service Request or Detach Request.

When the UE is in ECM‑IDLE state, the UE and the network may be unsynchronized, i.e. the UE and the network may have different sets of established EPS bearers. When the UE and the MME enter the ECM‑CONNECTED state, the set of EPS Bearers is synchronized between the UE and network.

4.6.3.2
ECM-CONNECTED

The UE location is known in the MME with an accuracy of a serving eNodeB ID. The mobility of UE in LTE is handled by the handover procedure. With NB-IoT there are no handover procedures.
The UE performs the tracking area update procedure when the TAI in the EMM system information is not in the list of TA's that the UE registered with the network, or when the UE handovers to an E‑UTRAN cell and the UE's TIN indicates "P-TMSI".

For a UE in the ECM-CONNECTED state, there exists a signalling connection between the UE and the MME. The signalling connection is made up of two parts: an RRC connection and an S1_MME connection.

The UE shall enter the ECM-IDLE state when its signalling connection to the MME has been released or broken. This release or failure is explicitly indicated by the eNodeB to the UE or detected by the UE.
The S1 release procedure changes the state at both UE and MME from ECM-CONNECTED to ECM-IDLE.

NOTE 1:
The UE may not receive the indication for the S1 release, e.g. due to radio link error or out of coverage. In this case, there can be temporal mismatch between the ECM-state in the UE and the ECM-state in the MME.

After a signalling procedure, the MME may decide to release the signalling connection to the UE, after which the state at both the UE and the MME is changed to ECM-IDLE.
NOTE 2:
There are some abnormal cases where the UE transitions to ECM-IDLE.

When a UE changes to ECM‑CONNECTED state and if a radio bearer cannot be established, or the UE cannot maintain a bearer in the ECM-CONNECTED state during handovers, the corresponding EPS bearer is deactivated unless the UE is using the Control Plane CIoT EPS Optimisation for that EPS bearer.
4.6.4
State transition and functions
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Figure 4.6.4-1: EMM state model in UE
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Figure 4.6.4-2: EMM state model in MME
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Figure 4.6.4-3: ECM state model in UE
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Figure 4.6.4-4: ECM state model in MME

4.7
Overall QoS concept

4.7.1
PDN connectivity service

The Evolved Packet System provides connectivity between a UE and a PLMN external packet data network. This is referred to as PDN Connectivity Service.

The IP PDN Connectivity Service supports the transport of traffic flow aggregate(s), consisting of one or more Service Data Flows (SDFs).

NOTE:
The concept of SDF is defined in the context of PCC, TS 23.203 [6], and is not explicitly visible in the NAS signalling.

4.7.2
The EPS bearer

4.7.2.1
The EPS bearer in general

For E-UTRAN access to the EPC the PDN connectivity service is provided by an EPS bearer for GTP-based S5/S8, and if IP is in use, by an EPS bearer concatenated with IP connectivity between Serving GW and PDN GW for PMIP-based S5/S8.
In this release of the specifications, dedicated bearers are only supported for the IP PDN Connectivity Service. 
When using Control Plane CIoT EPS Optimisation to transport user data, any dedicated bearers are not visible to the RAN. 

GBR bearers are not supported by NB-IOT.
An EPS bearer uniquely identifies traffic flows that receive a common QoS treatment between a UE and a PDN GW for GTP-based S5/S8, and between UE and Serving GW for PMIP-based S5/S8. The packet filters signalled in the NAS procedures are associated with a unique packet filter identifier on per-PDN connection basis.

NOTE 1:
The EPS Bearer Identity together with the packet filter identifier is used to reference which packet filter the UE intends to modify or delete, i.e. it is used to implement the unique packet filter identifier.

An EPS bearer is the level of granularity for bearer level QoS control in the EPC/E-UTRAN. That is, all traffic mapped to the same EPS bearer receive the same bearer level packet forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different bearer level packet forwarding treatment requires separate EPS bearers.

NOTE 2:
In addition but independent to bearer level QoS control, the PCC framework allows an optional enforcement of service level QoS control on the granularity of SDFs independent of the mapping of SDFs to EPS bearers.

One EPS bearer is established when the UE connects to a PDN, and that remains established throughout the lifetime of the PDN connection to provide the UE with always-on IP connectivity to that PDN. That bearer is referred to as the default bearer. Any additional EPS bearer that is established for the same PDN connection is referred to as a dedicated bearer.

The EPS bearer traffic flow template (TFT) is the set of all packet filters associated with that EPS bearer. An UpLink Traffic Flow Template (UL TFT) is the set of uplink packet filters in a TFT. A DownLink Traffic Flow Template (DL TFT) is the set of downlink packet filters in a TFT. Every dedicated EPS bearer is associated with a TFT. A TFT may be also assigned to the default EPS bearer. The UE uses the UL TFT for mapping traffic to an EPS bearer in the uplink direction. The PCEF (for GTP-based S5/S8) or the BBERF (for PMIP-based S5/S8) uses the DL TFT for mapping traffic to an EPS bearer in the downlink direction. The UE may use the UL TFT and DL TFT to associate EPS Bearer Activation or Modification procedures to an application and to traffic flow aggregates of the application. Therefore the PDN GW shall, in the Create Dedicated Bearer Request and the Update Bearer Request messages, provide all available traffic flow description information (e.g. source and destination IP address and port numbers and the protocol information).

For the UE, the evaluation precedence order of the packet filters making up the UL TFTs is signalled from the P‑GW to the UE as part of any appropriate TFT operations.

NOTE 3:
The evaluation precedence index of the packet filters associated with the default bearer, in relation to those associated with the dedicated bearers, is up to operator configuration. It is possible to "force" certain traffic onto the default bearer by setting the evaluation precedence index of the corresponding filters to a value that is lower than the values used for filters associated with the dedicated bearers.

A TFT of an uplink unidirectional EPS bearer is only associated with UL packet filter(s) that matches the uplink unidirectional traffic flow(s) A TFT of a downlink unidirectional EPS bearer is associated with DL packet filter(s) that matches the unidirectional traffic flow(s) and a UL packet filter that effectively disallows any useful packet flows (see clause 15.3.3.4 in TS 23.060 [7] for an example of such packet filter.

The UE routes uplink packets to the different EPS bearers based on uplink packet filters in the TFTs assigned to these EPS bearers. The UE evaluates for a match, first the uplink packet filter amongst all TFTs that has the lowest evaluation precedence index and, if no match is found, proceeds with the evaluation of uplink packet filters in increasing order of their evaluation precedence index. This procedure shall be executed until a match is found or all uplink packet filters have been evaluated. If a match is found, the uplink data packet is transmitted on the EPS bearer that is associated with the TFT of the matching uplink packet filter. If no match is found, the uplink data packet shall be sent via the EPS bearer that has not been assigned any uplink packet filter. If all EPS bearers (including the default EPS bearer for that PDN) have been assigned one or more uplink packet filters, the UE shall discard the uplink data packet.

NOTE 4:
The above algorithm implies that there is at most one EPS bearer without any uplink packet filter. Therefore, some UEs may expect that during the lifetime of a PDN connection (where only network has provided TFT packet filters) at most one EPS bearer exists without any uplink packet filter.

To ensure that at most one EPS bearer exists without any uplink packet filter, the PCEF (for GTP-based S5/S8) or the BBERF (for PMIP-based S5/S8) maintains a valid state for the TFT settings of the PDN connection as defined in clause 15.3.0 of TS 23.060 [7] and if necessary, adds a packet filter which effectively disallows any useful packet flows in uplink direction (see clause 15.3.3.4 in TS 23.060 [7] for an example of such a packet filter) to the TFT of a dedicated bearer.

NOTE 5:
The default bearer is the only bearer that may be without any uplink packet filter and thus, a packet filter which effectively disallows any useful packet flows in uplink direction will not be added by the PCEF/BBERF.

The initial bearer level QoS parameter values of the default bearer are assigned by the network, based on subscription data (in E-UTRAN the MME sets those initial values based on subscription data retrieved from HSS).

In a non-roaming scenario, the PCEF may change the QoS parameter value received from the MME based on interaction with the PCRF or based on local configuration. When the PCEF changes those values, the MME shall use the bearer level QoS parameter values received on the S11 reference point during establishment or modification of the default bearer.

In a roaming scenario, based on local configuration, the MME may downgrade the ARP or APN-AMBR and/or remap QCI parameter values received from HSS to the value locally configured in MME (e.g. when the values received from HSS do not comply with services provided by the visited PLMN). The PCEF may change the QoS parameter values received from the MME based on interaction with the PCRF or based on local configuration. Alternatively, the PCEF may reject the bearer establishment.

NOTE 6:
For certain APNs (e.g. the IMS APN defined by the GSMA) the QCI value is strictly defined and therefore remapping of QCI is not permitted.

NOTE 7:
In roaming scenarios, the ARP/APN-AMBR/QCI values provided by the MME for a default bearer may deviate from the subscribed values depending on the roaming agreement. If the PCC/PCEF rejects the establishment of the default bearer, this implies that Attach via E-UTRAN will fail. Similarly, if the PCEF (based on interaction with the PCRF or based on local configuration) upgrades the ARP/APN-AMBR/QCI parameter values received from the MME, the default bearer establishment and attach may be rejected by the MME.

NOTE 8:
Subscription data related to bearer level QoS parameter values retrieved from the HSS are not applicable for dedicated bearers.

For of E-UTRAN, the decision to establish or modify a dedicated bearer can only be taken by the EPC, and the bearer level QoS parameter values are always assigned by the EPC.

The MME shall not modify the bearer level QoS parameter values received on the S11 reference point during establishment or modification of a default or dedicated bearer (except when the conditions described in NOTE 8 apply). Consequently, "QoS negotiation" between the E-UTRAN and the EPC during default or dedicated bearer establishment / modification is not supported. Based on local configuration, the MME may reject the establishment or modification of a default or dedicated bearer  if the bearer level QoS parameter values sent by the PCEF over a GTP based S8 roaming interface do not comply with a roaming agreement.

NOTE 9:
The MME, based on local policies, can downgrade the ARP pre-emption capability, APN-AMBR or MBR (for GBR bearers) parameters received over S8 and allow the bearer establishment or modification of a default or dedicated bearer. The HPLMN is expected to set EPS QoS parameters compliant with roaming agreements, therefore the HPLMN is not informed about any downgrade of EPS bearer QoS parameters. The consequences of such a downgrade are that APN-AMBR and MBR enforcement at the HPLMN and at the UE will not be aligned.

At inter-RAT mobility, based on local configuration, the MME may perform a mapping of QCI values for which there is no mapping defined in Table E.3 or which are not supported in the target RAT.

NOTE 10:
The PCRF ensures that the EPS bearer QCI values are aligned with the QCI values mapped by the MME for the current RAT as described in clause A.4.1.2 of TS 23.203 [6].

The distinction between default and dedicated bearers should be transparent to the access network (e.g. E-UTRAN).

An EPS bearer is referred to as a GBR bearer if dedicated network resources related to a Guaranteed Bit Rate (GBR) value that is associated with the EPS bearer are permanently allocated (e.g. by an admission control function in the eNodeB) at bearer establishment/modification. Otherwise, an EPS bearer is referred to as a Non-GBR bearer.

NOTE 11:
Admission control can be performed at establishment / modification of a Non-GBR bearer even though a Non-GBR bearer is not associated with a GBR value.

A dedicated bearer can either be a GBR or a Non-GBR bearer. A default bearer shall be a Non-GBR bearer.

NOTE 12:
A default bearer provides the UE with IP connectivity throughout the lifetime of the PDN connection. That motivates the restriction of a default bearer to bearer type Non-GBR.

******* next changes **********

4.7.3
Bearer level QoS parameters

The EPS bearer QoS profile includes the parameters QCI, ARP, GBR and MBR, described in this clause. This clause also describes QoS parameters which are applied to an aggregated set of EPS Bearers: APN‑AMBR and UE‑AMBR.

Each EPS bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters:

-
QoS Class Identifier (QCI);

-
Allocation and Retention Priority (ARP).

A QCI is a scalar that is used as a reference to access node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the access node (e.g. eNodeB). A one-to-one mapping of standardized QCI values to standardized characteristics is captured TS 23.203 [6].

NOTE 1:
On the radio interface and on S1, each PDU (e.g. RLC PDU or GTP-U PDU) is indirectly associated with one QCI via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces if they are based on GTP.

The ARP shall contain information about the priority level (scalar), the pre-emption capability (flag) and the pre-emption vulnerability (flag). The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected due to resource limitations (typically available radio capacity for GBR bearers). The priority level information of the ARP is used for this decision to ensure that the request of the bearer with the higher priority level is preferred. In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover). The pre-emption capability information of the ARP defines whether a bearer with a lower ARP priority level should be dropped to free up the required resources. The pre-emption vulnerability information of the ARP defines whether a bearer is applicable for such dropping by a pre-emption capable bearer with a higher ARP priority value. Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other EPS bearer QoS parameters: QCI, GBR and MBR, and by the AMBR parameters. The ARP is not included within the EPS QoS Profile sent to the UE.

NOTE 2:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority".

NOTE 3:
Video telephony is one use case where it may be beneficial to use EPS bearers with different ARP values for the same UE. In this use case an operator could map voice to one bearer with a higher ARP, and video to another bearer with a lower ARP. In a congestion situation (e.g. cell edge) the eNodeB can then drop the "video bearer" without affecting the "voice bearer". This would improve service continuity.

NOTE 4:
The ARP may also be used to free up capacity in exceptional situations, e.g. a disaster situation. In such a case the eNodeB may drop bearers with a lower ARP priority level to free up capacity if the pre-emption vulnerability information allows this.

Each GBR bearer is additionally associated with the following bearer level QoS parameters:

-
Guaranteed Bit Rate (GBR);

-
Maximum Bit Rate (MBR).

The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). See clause 4.7.4 for further details on GBR and MBR.

Each APN access, by a UE, is associated with the following QoS parameter:

-
per APN Aggregate Maximum Bit Rate (APN-AMBR).

The APN‑AMBR is a subscription parameter stored per APN in the HSS. It limits the aggregate bit rate that can be expected to be provided across all Non‑GBR bearers and across all PDN connections of the same APN (e.g. excess traffic may get discarded by a rate shaping function). Each of those Non‑GBR bearers could potentially utilize the entire APN‑AMBR, e.g. when the other Non‑GBR bearers do not carry any traffic. GBR bearers are outside the scope of APN‑AMBR. The P‑GW enforces the APN‑AMBR in downlink. Enforcement of APN‑AMBR in uplink is done in the UE and additionally in the P‑GW.

NOTE 5:
All simultaneous active PDN connections of a UE that are associated with the same APN shall be provided by the same PDN GW (see clauses 4.3.8.1 and 5.10.1).

APN-AMBR applies to all PDN connections of an APN. For the case of multiple PDN connections of an APN, if a change of APN-AMBR occurs due to local policy or the PGW is provided the updated APN-AMBR for each PDN connection from the MME or PCRF, the PGW initiates explicit signaling for each PDN connection to update the APN-AMBR value.

Each UE in state EMM-REGISTERED is associated with the following bearer aggregate level QoS parameter:

-
per UE Aggregate Maximum Bit Rate (UE-AMBR).

The UE‑AMBR is limited by a subscription parameter stored in the HSS. The MME shall set the UE‑AMBR to the sum of the APN‑AMBR of all active APNs up to the value of the subscribed UE‑AMBR. The UE‑AMBR limits the aggregate bit rate that can be expected to be provided across all Non‑GBR bearers of a UE (e.g. excess traffic may get discarded by a rate shaping function). Each of those Non‑GBR bearers could potentially utilize the entire UE‑AMBR, e.g. when the other Non‑GBR bearers do not carry any traffic. GBR bearers are outside the scope of UE AMBR. The E‑UTRAN enforces the UE‑AMBR in uplink and downlink (except when Control Plane CIoT EPS Optimisation are in use and this is done by the MME).
The GBR and MBR denote bit rates of traffic per bearer while UE-AMBR/APN-AMBR denote bit rates of traffic per group of bearers. Each of those QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-U/IP header overhead of the tunnel on S1_U.

The HSS defines, for each PDN subscription context, the 'EPS subscribed QoS profile' which contains the bearer level QoS parameter values for the default bearer (QCI and ARP) and the subscribed APN-AMBR value. The subscribed ARP shall be used to set the priority level of the EPS bearer parameter ARP for the default bearer while the pre-emption capability and the pre-emption vulnerability information for the default bearer are set based on MME operator policy. In addition, the subscribed ARP shall be applied by the P-GW for setting the ARP priority level of all dedicated EPS bearers of the same PDN connection unless a specific ARP priority level setting is required (due to P-GW configuration or interaction with the PCRF).

NOTE 6:
The ARP parameter of the EPS bearer can be modified by the P‑GW (e.g. based on interaction with the PCRF) to assign the appropriate pre-emption capability and the pre-emption vulnerability setting.

The ARP pre-emption vulnerability of the default bearer should be set appropriately to minimize the risk of unnecessary release of the default bearer.

********* next changes ******************

4.9
Paging Policy Differentiation

Paging policy differentiation is an optional feature that allows the MME, based on operator configuration, to apply different paging strategies as defined in clause 5.3.4.3 for different traffic or service types provided within the same PDN connection.

When it supports Paging Policy Differentiation feature, the Serving GW provides a Paging Policy Indication in the Downlink Data Notification. The Paging Policy Indication is based on information received with the downlink packet that triggers the Downlink Data Notification. For example, as defined in TS 23.228 [52], the P-CSCF may support Paging Policy Differentiation by marking packet(s) to be sent towards the UE that relate to specific IMS services (e.g. conversational voice as defined in IMS multimedia telephony service).

The PDN GW shall not modify the received downlink IP packet e.g. the DSCP (IPv4) / TC (IPv6). Unconditionally, for each bearer and for each packet of PDP type IPv4, IPv6 or IPv4v6 that triggers a Downlink Data Notification, the SGW shall send the DSCP in TOS (IPv4) / TC (IPv6) information received in the IP payload of the GTP-U packet from the PGW in the Paging Policy Indication in the Downlink Data Notification.

It shall be possible for the operator to configure the MME in such a way that the Paging Policy Indicator only applies to certain HPLMNs and/or APNs and/or QCIs.

NOTE 1:
Network configuration needs to ensure that the information used as a trigger for Paging Policy Indication is not changed within the EPS.

NOTE 2:
Network configuration needs to ensure that the specific DSCP in TOS (IPv4) / TC (IPv6) value, used as a trigger for Paging Policy Indication, is managed correctly in order to avoid the accidental use of certain paging policies.

******** next changes **********

5.2
Identities

5.2.1
EPS bearer identity

An EPS bearer identity uniquely identifies an EPS bearer for one UE accessing via E-UTRAN. The EPS Bearer Identity is allocated by the MME. When using an EPS Radio Bearer, there is a one to one mapping between EPS RB and EPS Bearer, and the mapping between EPS RB Identity and EPS Bearer Identity is made by E-UTRAN. The E-RAB ID value used at S1 and X2 interfaces to identify an E-RAB is the same as the EPS Bearer ID value used to identify the associated EPS Bearer. When using Control Plane CIoT EPS Optimisation for user data transport for the PDN connectivity service, the MME (for uplink) and UE (for downlink) uses the EPS Bearer Identity contained within the NAS PDUs to map to the corresponding EPS bearer. 
When there is a mapping between an EPS bearer and a PDP context, the same identity value is used for the EPS bearer ID and the NSAPI/RAB ID.

In some SM signalling messages in GERAN/UTRAN, transaction identifier (TI) represents NSAPI. The TI is dynamically allocated by the UE for UE-requested PDP context activation, and by the network for network-requested PDP context activation. A corresponding allocation is also needed for EPS Bearers in order to successfully transfer Bearers to GERAN/UTRAN. The TI is deallocated when a PDP context/EPS Bearer has been deactivated. TI usage is defined in TS 23.060 [7].

****** next changes *******

5.3
Authentication, security and location management

5.3.1
IP address allocation

5.3.1.1
General

The procedures of clause 5.3.1 apply to UEs activating a PDN connection of PDN Type IPv4, IPv6 or IPv4v6.
A UE shall perform the address allocation procedures for at least one IP address (either IPv4 address or IPv6 prefix) after the default bearer activation if no IPv4 address is allocated during the default bearer activation.

One of the following ways shall be used to allocate IP addresses for the UE:

a)
The HPLMN allocates the IP address to the UE when the default bearer is activated (dynamic or static HPLMN address);

b)
The VPLMN allocates the IP address to the UE when the default bearer is activated (dynamic VPLMN address); or

c)
The PDN operator or administrator allocates an (dynamic or static) IP address to the UE when the default bearer is activated (External PDN Address Allocation).

The IP address allocated for the default bearer shall also be used for the dedicated bearers within the same PDN connection. IP address allocation for PDN connections, which are activated by the UE requested PDN connectivity procedure, is handled with the same set of mechanisms as those used within the Attach procedure.

PDN types IPv4, IPv6 and IPv4v6 are supported. An EPS Bearer of PDN type IPv4v6 may be associated with one IPv6 prefix only or with both one IPv4 address and one IPv6 prefix. PDN type IPv4 is associated with an IPv4 address. PDN type IPv6 is associated with an IPv6 prefix. PDN types IPv4 and IPv6 are utilised for the UE and/or the PDN GW support IPv4 addressing only or IPv6 prefix only; or operator preferences dictate the use of a single IP version only, or the subscription is limited to IPv4 only or IPv6 only for this APN. In addition, PDN type IPv4 and IPv6 are utilised for interworking with nodes of earlier releases.

The way that the UE sets the requested PDN type may be pre-configured in the device per APN. Unless otherwise configured (including when the UE does not send any APN), the UE sets the PDN type during the Attach or PDN Connectivity procedures based on its IP stack configuration as follows:

-
A UE which is IPv6 and IPv4 capable shall request for PDN type IPv4v6.

-
A UE which is only IPv4 capable shall request for PDN type IPv4.

-
A UE which is only IPv6 capable shall request for PDN type IPv6.

-
When the IP version capability of the UE is unknown in the UE (as in the case when the MT and TE are separated and the capability of the TE is not known in the MT), the UE shall request for PDN type IPv4v6.

NOTE 1:
At intersystem changes between GERAN/UTRAN and E-UTRAN there is a 1-to-1 mapping between PDP type IPv4v6 and PDN type IPv4v6 without re-negotiation of the PDP/PDN type used for a PDN connection.

The HSS stores one or more PDN types per APN in the subscription data. During the Attach or UE requested PDN connectivity procedure the MME compares the requested PDN type to the PDN type in the subscription records for the given APN and sets the PDN type as follows:

-
If the requested PDN type is allowed by subscription, the MME sets the PDN type as requested.

-
If the requested PDN type is IPv4v6 and subscription data only allows PDN type IPv4 or only allows PDN type IPv6, the MME sets the PDN type according to the subscribed value. A reason cause shall be returned to the UE indicating that only the assigned PDN type is allowed. In this case the UE shall not request another PDN connection to the same APN for the other IP version during the existence of the PDN connection.

-
If the requested PDN type is IPv4 or IPv6, and either the requested PDN type or PDN type IPv4v6 are subscribed, the MME sets the PDN type as requested. Otherwis the PDN connection request is rejected.

-
If the requested PDN type is IPv4v6, and both IPv4 and IPv6 PDN types are allowed by subscription but not IPv4v6, the MME shall set the PDN type to IPv4 or IPv6 where the selection between IPv4 and IPv6 is implementation specific. The UE should then initiate the UE requested PDN connectivity procedure to this APN in order to activate a second PDN connection with the other single address PDN type which was not allocated by the network.

NOTE 2:
If the MT and TE are separated, the UE might not be able to use reason cause "single address bearers only" as a trigger for activating a second single-stack EPS bearer.

The PDN GW may restrict the usage of a PDN type IPv4v6 as follows.

-
If the PDN GW receives a request for PDN type IPv4v6, but the PDN GW operator preferences dictate the use of IPv4 addressing only or IPv6 prefix only for this APN, the PDN type shall be changed to a single address PDN type (IPv4 or IPv6) and a reason cause shall be returned to the UE indicating that only the assigned PDN type is allowed. In this case the UE shall not request another PDN connection to the same APN for the other IP version during the existence of the PDN connection.

-
If the PDN GW receives a request for PDN type IPv4v6, but the MME does not set the Dual Address Bearer Flag due to the MME operator using single addressing per bearer to support interworking with nodes of earlier releases the PDN type shall be changed to a single IP version only and a reason cause shall be returned to the UE indicating that only single IP version per PDN connection is allowed. In this case the UE should request another PDN connection for the other IP version using the UE requested PDN connectivity procedure to the same APN with a single address PDN type (IPv4 or IPv6) other than the one already activated.

During inter-RAT mobility between E‑UTRAN and UTRAN/GERAN, an EPS bearer with PDN type IPv4v6 shall be mapped one-to-one to PDP type IPv4v6.

During inter-RAT mobility between E-UTRAN and UTRAN/GERAN, an EPS bearer with PDN type IPv4 shall be mapped one-to-one to a PDP context of PDP type IPv4. An EPS bearer with PDN type IPv6 shall be mapped one-to-one to a PDP context of PDP type IPv6.

It is the HPLMN operator that shall define in the subscription whether a dynamic HPLMN or VPLMN address may be used.

The EPS UE may indicate to the network within the Protocol Configuration Options element that the UE wants to obtain the IPv4 address with DHCPv4, which is a deferred IPv4 address allocation option, or during the default bearer activation procedure. This implies the following behaviour both for static and dynamic address allocation:

-
the UE may indicate that it prefers to obtain an IPv4 address as part of the default bearer activation procedure. In such a case, the UE relies on the EPS network to provide IPv4 address to the UE as part of the default bearer activation procedure.

-
the UE may indicate that it prefers to obtain the IPv4 address after the default bearer setup by DHCPv4. That is, when the EPS network supports DHCPv4 and allows that, it does not provide the IPv4 address for the UE as part of the default bearer activation procedures. The network may respond to the UE by setting the PDN Address to 0.0.0.0. After the default bearer establishment procedure is completed, the UE uses the connectivity with the EPS and initiates the IPv4 address allocation on its own using DHCPv4. However, if the EPS network provides IPv4 address to the UE as part of the default bearer activation procedure, the UE should accept the IPv4 address indicated in the default bearer activation procedure.

-
if the UE sends no Address Allocation Preference, the PDN GW determines whether DHCPv4 is used between the UE and the PDN GW (for the deferred IPv4 address allocation) or not, based on per APN configuration

Both EPS network elements and UE shall support the following mechanisms:

a.
IPv4 address allocation via default bearer activation, if IPv4 is supported.

b.
/64 IPv6 prefix allocation via IPv6 Stateless Address autoconfiguration according to RFC 4862 [18], if IPv6 is supported;

Furthermore, the Protocol Configuration Options may be used during bearer activation to configure parameters which are needed for IP address allocation.

Both EPS network elements and UE may support the following mechanisms:

a.
IPv4 address allocation and IPv4 parameter configuration after the attach procedure via DHCPv4 according to RFC 2131 [19] and RFC 4039 [25];

b.
IPv6 parameter configuration via Stateless DHCPv6 according to RFC 3736 [20].

c.
Allocation of IPv6 prefixes using DHCPv6 according to RFC 3633 [21].

EPS network elements may support the following mechanism:

a.
Allocation of a static IPv4 address and/or a static IPv6 prefix based on subscription data in the HSS.

If the static IP address/prefix is not stored in the HSS subscription record, it may be configured on a per-user per-APN basis in the DHCP/Radius/Diameter server and the PDN GW retrieves the IP address/prefix for the UE from the DHCP/Radius/Diameter server. In this case, static IP address/prefix is allocated by the same procedures as the dynamic IP address/prefix allocation (i.e. in such cases it is transparent to the PDN GW if the IP address is static or dynamic).

If the static IP address/prefix is stored in the HSS subscription record, during the default bearer establishment the PDN GW receives this static IP address/prefix from Serving GW. In this case the PDN GW shall deliver the received address/prefix to the UE. The static IP address/prefix is delivered to the UE in the same way as a dynamic IP address/prefix. Thus it is transparent to the UE whether the PLMN or the external PDN allocates the IP address and whether the IP address is static or dynamic.

The following clauses describe how the above listed IP address allocation mechanisms work when GTP based S5/S8 is used. The way of working of the IP address allocation mechanisms for PMIP based S5/S8 can be found in TS 23.402 [2].The procedures can be used both for PLMN (VPLMN/HPLMN) or external PDN based IP address allocation.

In order to support DHCP based IP address configuration, the PDN GW shall act as the DHCP server towards the UE for both HPLMN assigned dynamic and static IP addressing and for VPLMN assigned dynamic IP addressing. When DHCP is used for external PDN assigned addressing and parameter configuration, the PDN GW shall act as the DHCP server towards the UE and it shall act as the DHCP client towards the external DHCP server. The Serving GW does not have any DHCP functionality. It forwards packets, including DHCP packets, between the UE and the PDN GW.

IPv6 Stateless Address autoconfiguration specified in RFC 4862 [18] is the basic mechanism to allocate /64 IPv6 prefix to the UE.

During default bearer establishment, the PDN GW sends the IPv6 prefix and Interface Identifier to the S‑GW, and then the S‑GW forwards the IPv6 prefix and Interface Identifier to the MME or to the SGSN. The MME or the SGSN forwards the IPv6 Interface Identifier to the UE. The MME does not forward the IPv6 prefix to the UE. If the UE receives the IPv6 prefix from the SGSN during PDP Context Activation procedure, it shall ignore it.

******************* next changes **************

5.3.3.0A
Provision of UE's TAI to MME in ECM-CONNECTED state

The eNodeB shall include the TAI+ECGI and the RAT type (LTE or NB-IoT) of the current cell in every S1-AP UPLINK NAS TRANSPORT message.

NOTE:
An eNodeB can contain cells from more than one Tracking Area and intra-eNodeB cell changes are not normally notified to the MME. However, the MME needs to know the UE's current TAI in order to correctly produce a TAU accept message.

************** next changes **********

5.3.4.3
Network Triggered Service Request
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Figure 5.3.4.3-1: Network triggered Service Request procedure

If the MME needs to signal with the UE that is in ECM-IDLE state, e.g. to perform the MME/HSS-initiated detach procedure for the ECM-IDLE mode UE or the S‑GW receives control signalling (e.g. Create Bearer Request or Update Bearer Request), the MME starts network triggered service request procedure from step 3a in the Network Triggered Service request procedure.
If the MME wishes to use the Control Plane CIoT EPS Optimisation for mobile terminating services, then the procedure of clause xxxx is used to replace step 5 of the procedure of this clause.
If ISR is activated, when the Serving GW receives a Create Bearer Request or Update Bearer Request for a UE, and the S‑GW does not have a downlink S1-U and the SGSN has notified the Serving GW that the UE has moved to PMM-IDLE or STANDBY state, the Serving GW buffers signalling messages and sends a Downlink Data Notification to trigger the MME and SGSN to page the UE. If the Serving GW, while waiting for the user plane to be established, is triggered to send a second Downlink Data Notification with higher priority (i.e. ARP priority level) than the first Downlink Data Notification was sent with, the Serving GW sends a new Downlink Data Notification message indicating the higher priority to the MME. If the Serving GW receives additional downlink signalling messages for a bearer with same or lower priority than the first Downlink Data Notification was sent for or if the Serving GW has sent the second Downlink Data Notification message indicating the higher priority and receives additional downlink signalling messages for this UE, the Serving GW buffers these downlink signalling messages and does not send a new Downlink Data Notification. The S‑GW will be notified about the current RAT type based on the UE triggered service request procedure. The S‑GW will go on executing the dedicated bearer activation or dedicated bearer modification procedure, i.e. send the corresponding buffered signalling to MME or SGSN which UE resides in now and inform the current RAT type to the PDN GW if the RAT type has been changed compared to the last reported RAT Type. If dynamic PCC is deployed, the current RAT type information shall also be conveyed from the PDN GW to the PCRF. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure as specified in clause 5.4.2.1 below.

When the Serving GW sends a Downlink Data Notification, it shall include both EPS Bearer ID and ARP. If the Downlink Data Notification is triggered by the arrival of downlink data packets at the Serving GW, the Serving GW shall include the EPS Bearer ID and ARP associated with the bearer on which the downlink data packet was received. If the Downlink Data Notification is triggered by the arrival of control signalling, the Serving GW shall include the EPS Bearer ID and ARP if present in the control signalling. If the ARP is not present in the control signalling, the Serving GW shall include the ARP in the stored EPS bearer context.

If a LIPA PDN connection exists, when the L-GW receives the downlink data for a UE that is in ECM-IDLE state, the L-GW sends the first downlink user packet to Serving GW and buffers all other downlink user packets. The Serving GW will trigger the MME to page the UE.

1.
When the Serving GW receives a downlink data packet/control signalling for a UE known as not user plane connected (i.e. the S‑GW context data indicates no downlink user plane TEID), it buffers the downlink data packet and identifies which MME or SGSN is serving that UE.


If that MME has requested the Serving GW to throttle downlink low priority traffic and if the downlink data packet is received on a low priority bearer to be throttled (see clause 4.3.7.4.1a), the SGW drops the downlink data. The steps below are not executed.


If that MME has requested the S‑GW to delay sending the Downlink Data Notification (see clause 5.3.4.2 on "Handling of abnormal conditions in UE triggered Service Request"), the Serving GW buffers the downlink data and waits until the timer expires before continuing with step 2. If the DL-TEID and eNodeB address for that UE is received before the expiry of the timer, the timer shall be cancelled and the Network triggered Service Request procedure is finished without executing the steps below, i.e. DL data are sent to the UE.


If the Serving GW receives additional downlink data packets/control signalling for this UE before the expiry of the timer, the Serving GW does not restart this timer.

2.
The Serving GW sends a Downlink Data Notification message (ARP, EPS Bearer ID, Paging Policy Indication) to the MME and SGSN nodes for which it has control plane connectivity for the given UE. The ARP and EPS Bearer ID are always set in Downlink Data Notification. The MME and SGSN respond to the S‑GW with a Downlink Data Notification Ack message. When supporting Paging Policy Differentiation, the Serving GW indicates in the message the Paging Policy Indication related to the downlink data that triggered the Downlink Data Notification message, as described in clause 4.9.
NOTE 1:
The ARP, the EPS Bearer ID and optionally the Paging Policy Indication are sent to the SGSN as well as MME, but the usage of these parameters at SGSN is not specified in this release of the specification.


An MME and an SGSN that detects that the UE is in a power saving state (e.g. Power Saving Mode) and cannot be reached by paging at the moment, shall invoke extended buffering depending on operator configuration, except for cases described in next paragraphs. MME/SGSN derives the expected time before radio bearers can be established to the UE. The MME/SGSN then indicates DL Buffering Requested to the Serving GW in the Downlink Data Notification Ack message and includes a DL Buffering Duration time and optionally a DL Buffering Suggested Packet Count. The MME/SGSN stores a new value for the DL Data Buffer Expiration Time in the MM context for the UE based on the DL Buffering Duration time and skips the remaining steps of this procedure. The DL Data Buffer Expiration Time is used for UEs using power saving state and indicates that there are buffered data in the Serving GW and that the user plane setup procedure is needed when the UE makes signalling with the network. When the DL Data Buffer Expiration Time has expired, the MME/SGSN considers no DL data to be buffered and no indications of Buffered DL Data Waiting are sent during context transfers at TAU procedures.


If there is a "Availability after DDN Failure" monitoring event configured for the UE in the MME/SGSN, the MME/SGSN does not invoke extended buffering. Instead, the MME/SGSN sets the Notify-on-available-after-DDN-failure flag to remember to send an "Availability after DDN Failure" notification when the UE becomes available. If there is a "UE Reachability" monitoring event configured for the UE in the MME/SGSN, the MME/SGSN does not invoke extended buffering.

NOTE 2:
When "Availability after DDN failure" and "UE reachability" monitoring events are used for a UE, the application server is assumed to send data when the UE is reachable, hence no extended buffering is needed. If there are multiple application servers, the event notifications and extended buffering may be needed simultaneously. It is assumed this is handled through additional information based on SLA as described in the next paragraph.


The MME/SGSN may use additional information based on a SLA with the MTC user for when to invoke extended buffering, e.g. only invoke it for a certain APN, do not invoke it for certain subscribers, invoke extended buffering in conjunction with "Availability after DDN failure" and "UE reachability" monitoring events, etc.


A Serving GW that receives a DL Buffering Requested indication in a Downlink Data Notification Ack message stores a new value for the DL Data Buffer Expiration Time based on the DL Buffering Duration time and does not send any additional Downlink Data Notification if subsequent downlink data packets are received in the Serving GW before the buffer time DL Data Buffer Expiration Time has expired for the UE.


If the Serving GW, while waiting for the user plane to be established, is triggered to send a second Downlink Data Notification for a bearer with higher priority (i.e. ARP priority level) than the first Downlink Data Notification was sent for, the SGW sends a new Downlink Data Notification message indicating the higher priority to the MME. If the Serving GW receives additional downlink data packets for a bearer with same or lower priority than the first Downlink Data Notification was sent for or if the Serving GW has sent the second Downlink Data Notification message indicating the higher priority and receives additional downlink data packets for this UE, the Serving GW buffers these downlink data packets and does not send a new Downlink Data Notification.


If the Serving GW, while waiting for the user plane to be established, receives a Modify Bearer Request message from MME or SGSN other than the one it sent a Downlink Data Notification message to, the Serving GW re-sends the Downlink Data Notification message only to the new MME or SGSN from which it received the Modify Bearer Request message even if ISR is active.


If the Tracking Area Update procedure with MME change or the Routing Area Update procedure is in progress when the old MME receives a Downlink Data Notification message, the old MME may reject a Downlink Data Notification message with an indication that the Downlink Data Notification message has been temporarily rejected.


Similarly, if the Routing Area Update procedure with SGSN change or the Tracking Area Update procedure is in progress when the old SGSN receives a Downlink Data Notification message, the old SGSN may reject a Downlink Data Notification message with an indication that the Downlink Data Notification message has been temporarily rejected.


Upon reception of a Downlink Data Notification Ack message with an indication that the Downlink Data Notification message has been temporarily rejected and if the Downlink Data Notification is triggered by the arrival of downlink data packets at the Serving GW, the Serving GW may start a locally configured guard timer and buffers all downlink user packets received to the given UE and waits for a Modify Bearer Request message to come. Upon reception of a Modify Bearer Request message, the Serving GW re-sends the Downlink Data Notification message only to the new MME or SGSN from which it received the Modify Bearer Request message even if ISR is active. Otherwise the Serving GW releases buffered downlink user packets at expiry of the guard timer or receiving the Delete Session Request message from MME/SGSN.


Upon reception of a Downlink Data Notification Ack message with an indication that the Downlink Data Notification message has been temporarily rejected and if the Downlink Data Notification is triggered by the arrival of signalling messages at the Serving GW, the Serving GW may reject the PDN GW initiated EPS bearer(s) request with the same indication that the request has been temporarily rejected. Upon reception of a rejection for an EPS bearer(s) PDN GW initiated procedure with an indication that the request has been temporarily rejected, the PDN GW may start a locally configured guard timer. The PDN GW may re-attempt, up to a pre-configured number of times, when either it detects the UE accesses via a new SGW or at expiry of the guard timer.

3a.
If the UE is registered in the MME and considered reachable, the MME sends a Paging message (NAS ID for paging, TAI(s), UE identity based DRX index, Paging DRX length, list of CSG IDs for paging, Paging Priority indication) to each eNodeB belonging to the tracking area(s) in which the UE is registered. The step is described in detail in TS 36.300 [5] and TS 36.413 [36]. Steps 3-4 are omitted if the MME already has a signalling connection over S1-MME towards the UE but the S1-U tunnel has not yet been established.

Paging priority indication is included only:

-
if the MME receives a Downlink Data Notification or Create Bearer Request with an ARP priority level associated with MPS or other priority services, as configured by the operator.
-
One Paging Priority level can be used for multiple ARP priority level values. The mapping of ARP priority level values to Paging Priority level (or levels) is configured by operator policy.

During a congestion situation the eNodeB may prioritise the paging of UEs according to the Paging Priority indications.


If the MME, while waiting for a UE response to the Paging Request message sent without Paging Priority indication, receives an Update Bearer Request, Create Bearer Request or Downlink Data Notification, any of which indicates an ARP priority level associated with MPS or other priority services, as configured by the operator, the MME shall send another paging message with the suitable Paging Priority.


When the MME is configured to support CSG paging optimisation in the CN, the MME should avoid sending Paging messages to those eNodeB(s) with CSG cells for which the UE does not have a CSG subscription. When the MME is configured to support CSG paging optimisation in the HeNB Subsystem, the list of CSG IDs for paging is included in the Paging message. For CSG paging optimisation, the CSG IDs of expired CSG subscriptions and valid CSG subscriptions are both included in the list. If the UE has emergency bearer service the MME shall not perform the CSG paging optimisation.

NOTE 3:
An expired CSG subscription indicates that the UE is not allowed service in the CSG. However, since the removal of the CSG from the UE is pending, it is possible the UE will camp on that CSG and therefore the UE is still paged for the CSG.

NOTE 4:
The eNodeB reports to the MME the CSG ID supported. For More detail of this procedure refer to TS 36.413 [36].


When the MME supports SIPTO at Local Network and LIPA paging for traffic arriving on the PDN connection with L-GW function collocated with the (H)eNB the MME should only page this (H)eNB to avoid sending Paging messages to eNodeB(s) that are not handling this specific PDN connection.


Paging strategies may be configured in the MME for different combinations of APN, Paging Policy Indication from SGW when available (see clause 4.9) and other EPS bearer context information e.g. QCI. APN and any EPS bearer context information are identified by EPS bearer ID received in Downlink Data Notification. Paging strategies may include:

-
paging retransmission scheme (e.g. how frequently the paging is repeated or with what time interval);

-
determining whether to send the Paging message to the eNodeBs during certain MME high load conditions;

-
whether to apply sub-area based paging (e.g. first page in the last known ECGI or TA and retransmission in all registered TAs).

NOTE 5:
The Paging priority in the Paging message is set based on priority level of the ARP IE received in Downlink Data Notification or Create/Update Bearer Request message and is independent from any paging strategy.


The MME and the E-UTRAN may support further paging optimisations in order to reduce the signalling load and the network resources used to successfully page a UE by one or several following means:

-
by the MME implementating specific paging strategies (e.g. the S1 Paging message is sent to the eNB that served the UE last);

-
by the MME considering Information On Recommended Cells And ENBs provided by the E-UTRAN at transition to ECM IDLE. The MME takes the eNB related part of this information into account to determine the eNBs to be paged, and provides the information on recommended cells within the S1 Paging message to each of these eNBs;

-
by the E-UTRAN considering the Paging Attempt Count Information provided by the MME at paging.


When implementing such optimisations/strategies, the MME shall take into account any PSM active timer and the DRX interval for the UE.


If the UE Radio Capability for Paging Information is available in the MME, the MME adds the UE Radio Capability for Paging Information in the S1 Paging message to the eNB.


If the Information On Recommended Cells And ENBs For Paging is available in the MME, the MME shall take that information into account to determine the eNBs for paging and, when paging an eNB, the MME may transparently convey the information on recommended cells to the eNB.


The MME may include in the S1AP Paging message(s) the paging attempt count information. The paging attempt count information shall be the same for all eNBs selected by the MME for paging.

3b.
If the UE is registered in the SGSN, the SGSN sends paging messages to RNC/BSS, which is described in detail in TS 23.060 [7].

4a.
If eNodeBs receive paging messages from the MME, the UE is paged by the eNodeBs. The step is described in detail in TS 36.300 [5] and TS 36.304 [34].

4b.
If RNC/BSS nodes receive paging messages from the SGSN the UE is paged by the RNSC/BSS, which is described in detail in TS 23.060 [7].

5.
When UE is in the ECM-IDLE state, upon reception of paging indication in E-UTRAN access, the UE initiates the UE triggered Service Request procedure (clause 5.3.4.1). If the MME already has a signalling connection over S1-MME towards the UE but the S1-U tunnel has not yet been established, then the messages sequence performed start from the step when MME establishes the bearer(s).


Upon reception of paging indication in UTRAN or GERAN access, the MS shall respond in respective access as specified TS 24.008 [47] and the SGSN shall notify the S‑GW.


The MME and/or SGSN supervises the paging procedure with a timer. If the MME and/or SGSN receives no response from the UE to the Paging Request message, it may repeat the paging according to any applicable paging strategy described in step 2.


If the MME and/or SGSN receives no response from the UE after this paging repetition procedure, it shall use the Downlink Data Notification Reject message to notify the Serving GW about the paging failure, if paging was triggered by a Downlink Data Notification message, unless the MME or SGSN is aware of an ongoing MM procedure that prevents the UE from responding, i.e. the MME or SGSN received a Context Request message indicating that the UE performs TAU or RAU procedure with another MME or SGSN. If paging was triggered by control signalling from the Serving GW and if the MME or SGSN receives no response from the UE after this paging repetition procedure, the MME or SGSN shall reject that control signalling. When a Downlink Data Notification Reject message is received, if ISR is not activated, the Serving GW deletes the buffered packet(s). If ISR is activated and the Serving GW receives Downlink Data Notification Reject message from both SGSN and MME, the Serving GW deletes the buffered packet(s) or rejects the control signalling which triggers the Service Request procedure. The Serving GW may invoke the procedure PGW Pause of Charging (clause 5.3.6A) if UE is in ECM IDLE and the PDN GW has enabled "PDN charging pause" feature.
NOTE 6:
The Serving GW may initiate the procedure PGW Pause of Charging at any time before step 5 if the UE is in ECM IDLE and the PDN GW has indicated that the feature is enabled for this PDN. See clause 5.3.6A.

6a.
If ISR is activated and paging response is received in E‑UTRAN access the Serving GW sends a "Stop Paging" message to the SGSN.

6b.
If ISR is activated and paging response is received in UTRAN or GERAN access the Serving GW sends a "Stop Paging" message to the MME.

The Serving GW transmits downlink data towards the UE via the RAT which performed the Service Request procedure.

For a LIPA PDN connection, after the UE enters connected mode, the packets buffered in the L-GW are forwarded to the HeNB on the direct path. If the UE enters connected mode at a different cell than the one where the L-GW is colocated, the MME shall deactivate the LIPA PDN connection as defined in clause 5.3.4.1 step 2.

If the network triggered service request fails due to no response from the UE, then MME and/or SGSN may based on operator policy initiate the Dedicated Bearer Deactivation procedure for preserved GBR bearers. For details, see clause 5.4.4.2 for MME and TS 23.060 [7] for SGSN.

*********** next changes ***************

5.3.10
Security Function

5.3.10.1
General

The security functions include:


-
Guards against unauthorised EPS service usage (authentication of the UE by the network and service request validation).

-
Provision of user identity confidentiality (temporary identification and ciphering).

-
Provision of user data and signalling confidentiality (ciphering).

-
Provision of origin authentication of signalling data (integrity protection).

-
Authentication of the network by the UE.

Security-related network functions for EPS are described in TS 33.401 [41].

5.3.10.2
Authentication and Key Agreement

EPS AKA is the authentication and key agreement procedure that shall be used over E-UTRAN, between the UE and MME. EPS AKA is specified in TS 33.401 [41].

5.3.10.3
User Identity Confidentiality

An M-TMSI identifies a user between the UE and the MME. The relationship between M-TMSI and IMSI is known only in the UE and in the MME.

5.3.10.4
User Data and Signalling Confidentiality

There are two different levels of the security associations between the UE and the network.

i)
RRC and UP security association is between the UE and E‑UTRAN. The RRC security associations protect the RRC signalling between the UE and E‑UTRAN (integrity protection and ciphering). The UP security association is also between the UE and E‑UTRAN and provide user plane encryption function.

ii)
NAS security association is between the UE and the MME. It provides integrity protection and encryption of NAS signalling, and, user data when Control Plane CIoT EPS Optimisation is used for user data transport.
When using Control Plane CIoT EPS Optimisation for user data, the security mechanisms shall provide support to avoid to prevent NAS signalling messages being stalled being queued user data packets.

*********** next changes ***********

5.4.4
Bearer deactivation

5.4.4.1
PDN GW initiated bearer deactivation

The bearer deactivation procedure for a GTP based S5/S8 is depicted in figure 5.4.4.1-1. This procedure can be used to deactivate a dedicated bearer or deactivate all bearers belonging to a PDN address. If the default bearer belonging to a PDN connection is deactivated, the PDN GW deactivates all bearers belonging to the PDN connection.
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Figure 5.4.4.1-1: PDN GW Initiated Bearer Deactivation

NOTE 1:
Steps 3-8 are common for architecture variants with GTP based S5/S8 and PMIP-based S5/S8. For an PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 1, 2, 9 and 10 concern GTP-based S5/S8.

1.
If dynamic PCC is not deployed, the PDN GW is triggered to initiate the Bearer Deactivation procedure due either a QoS policy or on request from the MME (as outlined in clause 5.4.4.2) or on intra-node signalling request from the HeNB to release the LIPA PDN Connection. Optionally, the PCRF sends QoS policy to the PDN GW. This corresponds to the initial steps of the PCRF-initiated IP‑CAN Session Modification procedure or the response to the PCEF initiated IP-CAN Session Modification procedure as defined in TS 23.203 [6], up to the point that the PDN GW requests IP‑CAN Bearer Signalling. The PCC decision provision message may indicate that User Location Information and/or UE Time Zone Information is to be provided to the PCRF as defined in TS 23.203 [6]. If dynamic PCC is not deployed, the PDN GW may apply local QoS policy. The PDN GW initiated Bearer deactivation is also performed when handovers occur from 3GPP to non-3GPP, in which case, the default bearer and all the dedicated bearers associated with the PDN address are released, but the PDN address is kept in the PDN GW.

For an emergency PDN connection the PDN GW initiates the deactivation of all bearers of that emergency PDN connection when the PDN connection is inactive (i.e. not transferring any packets) for a configured period of time or when triggered by dynamic PCC.

2.
The PDN GW sends a Delete Bearer Request (PTI, EPS Bearer Identity, Causes) message to the Serving GW. The Procedure Transaction Id (PTI) parameter in this step and in the following steps is only used when the procedure was initiated by a UE Requested Bearer Resource Modification Procedure - see clause 5.4.5. This message can include an indication that all bearers belonging to that PDN connection shall be released. The PDN GW includes 'Cause' IE in the Delete Bearer Request message and sets the IE to 'RAT changed from 3GPP to Non-3GPP' if the Delete Bearer Request message is caused by a handover from 3GPP to non-3GPP.
3a.
The Serving GW sends the Delete Bearer Request (PTI, EPS Bearer Identity, Cause) message to the MME. This message can include an indication that all bearers belonging to that PDN connection shall be released.

3b.
If ISR is activated, the Serving GW sends the Delete Bearer Request (PTI, EPS Bearer Identity, Cause) message to the SGSN. This message can include an indication that all bearers belonging to that PDN connection shall be released, and the SGSN releases all bearer resources of the PDN connection.

NOTE 2:
If all the bearers belonging to a UE are released due to a handover from 3GPP to non-3GPP, the SGSN changes the MM state of the UE to IDLE (GERAN network) or PMM-DETACHED (UTRAN network).


If ISR is activated, upon receiving Delete Bearer Request from SGW for the last PDN connection for a given UE, MME shall locally de-activate ISR.

NOTE 3:
In this case, SGSN locally de-activates ISR as well (see TS 23.060 [7]).

Steps 4 to 7 are not performed if at least one of the following three conditions is fulfilled:

(i)
The UE is in ECM-IDLE and the last PDN connection of the UE is not being deleted and the Delete Bearer Request received from the Serving GW does not contain the cause "reactivation requested", which has been sent from the PDN GW;

(ii)
UE is in ECM-IDLE and the last PDN connection is deleted due to ISR deactivation;

(iii)
UE is in ECM-IDLE and the last PDN connection is deleted in 3GPP due to handover to non-3GPP access.

When steps 4 to 7 are not performed, the EPS bearer state is synchronized between the UE and the network at the next ECM-IDLE to ECM-CONNECTED transition (e.g. Service Request or TAU procedure).

4a.
If the last PDN connection of the LTE UE is being released and the bearer deletion is neither due to ISR deactivation nor due to handover to non-3GPP accesses, the MME explicitly detaches the UE by sending a Detach Request message to the UE. If the UE is in ECM-IDLE state the MME initiates paging via Network Triggered Service Request procedure in clause 5.3.4.3 from step 3a onwards in order to inform UE of the request. Steps 4b to 7b are skipped in this case, and the procedure continues from step 7c. 
4b.
If the UE is in ECM-IDLE state and the reason for releasing PDN connection is "reactivation requested", the MME initiates paging via Network Triggered Service Request procedure in clause 5.3.4.3 from step 3a onwards in order to inform UE of the request and step 4c is performed after completion of the paging.

4c.
If the release of the bearer in E‑UTRAN has already been signalled to the MME, steps 4‑7 are omitted. Otherwise, if this is not the last PDN connection for the UE which is being released, the MME sends the S1-AP Deactivate Bearer Request (EPS Bearer Identity) message to the eNodeB. The MME builds a NAS Deactivate EPS Bearer Context Request message including the EPS Bearer Identity and a WLAN offloadability indication, and includes it in the S1-AP Deactivate Bearer Request message. When the bearer deactivation procedure was originally triggered by a UE request, the NAS Deactivate EPS Bearer Context Request message includes the PTI.


The MME may include an indication whether the traffic of this PDN Connection is allowed to be offloaded to WLAN as described in clause 4.3.23 if the PDN connection is not released.

5.
The eNodeB sends the RRC Connection Reconfiguration message including the EPS Radio Bearer Identity to release and the NAS Deactivate EPS Bearer Context Request message to the UE.

6a.
The UE RRC releases the radio bearers indicated in the RRC message in step 5, and indicates the radio bearer status to the UE NAS. Then the UE NAS removes the UL TFTs and EPS Bearer Identity according to the radio bearer status indication from the UE RRC. The UE responds to the RRC Connection Reconfiguration Complete message to the eNodeB.

6b.
The eNodeB acknowledges the bearer deactivation to the MME with a Deactivate Bearer Response (EPS Bearer Identity, ECGI, TAI) message.


The MME shall be prepared to receive this message either before or after the Session Management Response message sent in step 7b, and before or after, any Detach Request message sent in step 7c.

7a
The UE NAS layer builds a Deactivate EPS Bearer Context Accept message including EPS Bearer Identity. The UE then sends a Direct Transfer (Deactivate EPS Bearer Context Accept) message to the eNodeB.

7b.
The eNodeB sends an Uplink NAS Transport (Deactivate EPS Bearer Context Accept) message to the MME.

7c.
If the UE receives the Detach Request message from the MME in the step 4a, the UE sends a Detach Accept message to the MME any time after step 4a. The eNodeB forwards this NAS message to the MME along with the TAI+ECGI of the cell which the UE is using.

NOTE 4:
The UE may not be able to send this message, e.g. when the UE is out of coverage of E-UTRAN due to mobility to non-3GPP access.

8a.
After reception of both the Deactivate Bearer Response message in step 6b and the Deactivate EPS Bearer Context Accept message in step 7b, the MME deletes the bearer context related to the deactivated EPS bearer and acknowledges the bearer deactivation to the Serving GW by sending a Delete Bearer Response (EPS Bearer Identity, User Location Information (ECGI)) message. If extended idle mode DRX is enabled, then the MME acknowledges the bearer deactivation to the Serving GW and at the same time the MME initiates the deactivation towards the UE.
8b
The SGSN deletes PDP Context related to the deactivated EPS bearer and acknowledges the bearer deactivation to the Serving GW by sending a Delete Bearer Response (EPS Bearer Identity, User Location Information (CGI/SAI)) message. If extended idle mode DRX is enabled, then the SGSN acknowledges the bearer deactivation to the Serving GW and at the same time the SGSN initiates the deactivation towards the UE.
9.
If ISR is activated, after receiving the two Delete Bearer Response messages from the MME and the SGSN, or if ISR is not activated, after receiving the Delete Bearer Response messages from the MME, the Serving GW deletes the bearer context related to the deactivated EPS bearer acknowledges the bearer deactivation to the PDN GW by sending a Delete Bearer Response (EPS Bearer Identity, User Location Information (ECGI or CGI/SAI)) message. If the MME and/or SGSN sent UE's Location Information and/or UE Time Zone in step 8a and/or step 8b, the Serving GW includes the User Location Information and/or UE Time Zone Information with the least age in this message.

10.
The PDN GW deletes the bearer context related to the deactivated EPS bearer. If the dedicated bearer deactivation procedure was triggered by receiving a PCC decision message from the PCRF, the PDN GW indicates to the PCRF whether the requested PCC decision was successfully enforced by completing the PCRF-initiated IP‑CAN Session Modification procedure or the PCEF initiated IP-CAN Session Modification procedure as defined in TS 23.203 [6], proceeding after the completion of IP‑CAN bearer signalling. If requested by the PCRF the PDN GW indicates User Location Information and/or UE Time Zone Information to the PCRF as defined in TS 23.203 [6].

11.
If the UE is being explicitly detached, the MME releases the S1-MME signalling connection for the UE by sending an S1 Release Command (Cause) message to the eNodeB. The details of this step are covered in the "S1 Release Procedure", as described in clause 5.3.5 by step 4 to step 6.

NOTE 5:
The exact signalling of step 1 and 10 (e.g. for local break-out) is outside the scope of this specification. This signalling and its interaction with the dedicated bearer activation procedure are to be specified in TS 23.203 [6]. Steps 1 and 10 are included here only for completeness.

If all the bearers belonging to an LTE UE are released, the MME shall change the MM state of the UE to EMM-DEREGISTERED and the MME sends the S1 Release Command to the eNodeB, which initiates the release of the RRC connection for the given UE if it is not released yet, and returns an S1 Release Complete message to the MME.
If all bearers of an emergency attached UE are deactivated the MME may initiate the explicit MME-Initiated Detach procedure. Regardless of the outcome of any explicit Detach procedure the MME changes the EMM state of the UE to EMM-DEREGISTERED and the MME sends the S1 Release Command to the eNodeB if it is not yet released.

If the default bearer belonging to a PDN connection is deactivated, the MME determines the Maximum APN Restriction for the remaining PDN connections and stores this new value for the Maximum APN Restriction. In addition if ISR is activated the SGSN determines the Maximum APN Restriction for the remaining bearer contexts and stores this new value for the Maximum APN Restriction.

******** next changes ********************

5.5
Handover

5.5.0
Support for Handover and NB-IoT
NB-IoT does not support X2 based or S1 based handover. 
Following inter-cell mobility, a UE camped on NB-IoT can initiate the Service Request procedure, or the Mobile Originated Data Transport over Control plane procedure if it has uplink information buffered. While the READY timer is running, a cell change to a new NB-IoT cell shall cause the NB-IoT UE shall initiate signalling to the MME to update the MME with the identity of the new cell.
5.5.1
Intra-E-UTRAN handover

5.5.1.1
X2-based handover

************ next changes ***********

5.7
Information storage

This clause describes information storage structures required for the EPS when 3GPP access only is deployed. Information storage for the case where non 3GPP accesses are deployed is in TS 23.402 [2].

5.7.1
HSS

IMSI is the prime key to the data stored in the HSS. The data held in the HSS is defined in Table 5.7.1-1 here below.

The table below is applicable to E‑UTRAN in stand-alone operation only.

Table 5.7.1-1: HSS data

	Field
	Description

	IMSI
	IMSI is the main reference key.

	MSISDN
	The basic MSISDN of the UE (Presence of MSISDN is optional).

	IMEI / IMEISV
	International Mobile Equipment Identity - Software Version Number

	MME Identity
	The Identity of the MME currently serving this UE.

	MME Capabilities
	Indicates the capabilities of the MME with respect to core functionality e.g. regional access restrictions.

	MS PS Purged from EPS
	Indicates that the EMM and ESM contexts of the UE are deleted from the MME.

	ODB parameters
	Indicates that the status of the operator determined barring 

	Access Restriction
	Indicates the access restriction subscription information. It may include different values for HPLMN and roaming case. It includes separate settings for LTE and NB-IoT.

	EPS Subscribed Charging Characteristics
	The charging characteristics for the UE, e.g. normal, prepaid, flat-rate, and/or hot billing subscription.

	Trace Reference
	Identifies a record or a collection of records for a particular trace.

	Trace Type
	Indicates the type of trace, e.g. HSS trace, and/or MME/ Serving GW / PDN GW trace.

	OMC Identity
	Identifies the OMC that shall receive the trace record(s).

	Subscribed-UE-AMBR
	The Maximum Aggregated uplink and downlink MBRs to be shared across all Non-GBR bearers according to the subscription of the user.

	APN-OI Replacement
	Indicates the domain name to replace the APN OI when constructing the PDN GW FQDN upon which to perform a DNS resolution. This replacement applies for all the APNs in the subscriber's profile. See TS 23.003 [9] clause 9.1.2 for more information on the format of domain names that are allowed in this field.

	RFSP Index
	An index to specific RRM configuration in the E-UTRAN

	URRP-MME
	UE Reachability Request Parameter indicating that UE activity notification from MME has been requested by the HSS.

	CSG Subscription Data
	The CSG Subscription Data is a list of CSG IDs per PLMN and for each CSG ID optionally an associated expiration date which indicates the point in time when the subscription to the CSG ID expires; an absent expiration date indicates unlimited subscription.

For a CSG ID that can be used to access specific PDNs via Local IP Access, the CSG ID entry includes the corresponding APN(s).

	VPLMN LIPA Allowed
	Specifies per PLMN whether the UE is allowed to use LIPA.

	EPLMN list
	Indicates the Equivalent PLMN list for the UE's registered PLMN.

	Subscribed Periodic RAU/TAU Timer
	Indicates a subscribed Periodic RAU/TAU Timer value

	MPS CS priority
	Indicates that the UE is subscribed to the eMLPP or 1x RTT priority service in the CS domain.

	UE-SRVCC- Capability
	Indicates whether the UE is UTRAN/GERAN SRVCC capable or not.

	MPS EPS priority
	Indicates that the UE is subscribed to MPS in the EPS domain.

	UE Usage Type
	Indicates the usage characteristics of the UE for use with Dedicated Core Networks (see clause 4.3.25).

	Group ID-list
	List of the subscribed group(s) that the UE belongs to

	Communication Patterns
	Indicates per UE the Communication Patterns and their corresponding validity times as specified in TS 23.682 [74].The Communication Patterns are not provided to the SGSN.

	Monitoring Event Information Data
	Describes the monitoring event configuration information. See TS 23.682 [74] for more information.

	Each subscription profile contains one or more PDN subscription contexts:

	Context Identifier
	Index of the PDN subscription context.

	PDN Address
	Indicates subscribed IP address(es).

	PDN Type
	Indicates the subscribed PDN Type (IPv4, IPv6, IPv4v6, non-IP)

	APN-OI Replacement
	APN level APN-OI Replacement which has same role as UE level APN-OI Replacement but with higher priority than UE level APN-OI Replacement. This is an optional parameter. When available, it shall be used to construct the PDN GW FQDN instead of UE level APN-OI Replacement.

	Access Point Name (APN)
	A label according to DNS naming conventions describing the access point to the packet data network (or a wildcard) (NOTE 6).

	SIPTO permissions
	Indicates whether the traffic associated with this APN is prohibited for SIPTO, allowed for SIPTO excluding SIPTO at the local network, allowed for SIPTO including SIPTO at the local network or allowed for SIPTO at the local network only (NOTE 7).

	LIPA permissions
	Indicates whether the PDN can be accessed via Local IP Access. Possible values are: LIPA-prohibited, LIPA-only and LIPA-conditional.

	WLAN offloadability
	Indicates whether the traffic associated with this APN is allowed to be offloaded to WLAN using the WLAN/3GPP Radio Interworking feature or if it shall be kept on 3GPP access (see clause 4.3.23). The indication may contain separate values per RAT (LTE, NB-IoT and UTRA).

	EPS subscribed QoS profile
	The bearer level QoS parameter values for that APN's default bearer (QCI and ARP) (see clause 4.7.3).

	Subscribed-APN-AMBR
	The maximum aggregated uplink and downlink MBRs to be shared across all Non-GBR bearers, which are established for this APN.

	EPS PDN Subscribed Charging Characteristics
	The charging characteristics of this PDN Subscribed context for the UE, e.g. normal, prepaid, flat-rate, and/or hot billing subscription. The charging characteristics is associated with this APN.

	VPLMN Address Allowed
	Specifies per VPLMN whether for this APN the UE is allowed to use the PDN GW in the domain of the HPLMN only, or additionally the PDN GW in the domain of the VPLMN.

	PDN GW identity
	The identity of the PDN GW used for this APN. The PDN GW identity may be either an FQDN or an IP address. The PDN GW identity refers to a specific PDN GW.

	PDN GW Allocation Type
	Indicates whether the PDN GW is statically allocated or dynamically selected by other nodes. A statically allocated PDN GW is not changed during PDN GW selection.

	PLMN of PDN GW
	Identifies the PLMN in which the dynamically selected PDN GW is located.

	Homogenous Support of IMS Voice over PS Sessions for MME
	Indicates per UE and MME if "IMS Voice over PS Sessions" is homogeneously supported in all TAs in the serving MME or homogeneously not supported, or, support is non-homogeneous/unknown, see clause 4.3.5.8A.

	List of APN ‑ PDN GW ID relations (for PDN subscription context with wildcard APN):

	APN - P‑GW relation #n
	The APN and the identity of the dynamically allocated PDN GW of a PDN connection that is authorised by the PDN subscription context with the wildcard APN. The PDN GW identity may be either an FQDN or an IP address. The PDN GW identity refers to a specific PDN GW.


NOTE 1:
IMEI and SVN are stored in HSS when the Automatic Device Detection feature is supported, see clause 15.5 of TS 23.060 [7].

NOTE 2:
The 'EPS subscribed QoS profile' stored in HSS is complementary to the legacy 'GPRS subscribed QoS profile'.

NOTE 3:
Void.

NOTE 4:
How to indicate which of the PDN subscription contexts stored in the HSS is the default one for the UE is defined in stage 3.

NOTE 5:
To help with the selection of a co-located or topologically appropriate PDN GW and Serving GW, the PDN GW identity shall be in the form of an FQDN.

NOTE 6:
The "Access Point Name (APN)" field in the table above contains the APN-NI part of the APN.

NOTE 7:
In this specification, the values "prohibited for SIPTO" and " allowed for SIPTO excluding SIPTO at the local network" correspond to the pre Rel‑12 values "prohibited for SIPTO" and "allowed for SIPTO". Actual coding of these values belongs to Stage 3 domain.

An expired CSG subscription should not be removed from the HSS subscription data before it is removed from the UE's Allowed CSG list or Operator CSG list. When a CSG subscription is cancelled it should be handled as an expired subscription in HSS subscription data to allow for removing it from UE's Allowed CSG list or Operator CSG list first.

One (and only one) of the PDN subscription contexts stored in the HSS may contain a wild card APN (see TS 23.003 [9]) in the Access Point Name field.

The PDN subscription context marked as the default one shall not contain a wild card APN.

The PDN subscription context with a wildcard APN shall not contain a statically allocated PDN GW.

If the LIPA permission and SIPTO permission flags are both included for a particular APN, they shall be set in a consistent manner, e.g, if the LIPA permission is set to LIPA-only or LIPA-conditional, the SIPTO permission shall be set to SIPTO-prohibited. Conversely, if the SIPTO permission indicates the APN is a SIPTO-allowed APN, the LIPA permission shall be set to LIPA-prohibited. A SIPTO-allowed APN is an APN for which the SIPTO permission is set to allowed for SIPTO excluding SIPTO at the local network, allowed for SIPTO including SIPTO at the local network or allowed for SIPTO at the local network only.

5.7.2
MME

The MME maintains MM context and EPS bearer context information for UEs in the ECM-IDLE, ECM‑CONNECTED and EMM-DEREGISTERED states. Table 5.7.2-1 shows the context fields for one UE.

Table 5.7.2-1: MME MM and EPS bearer Contexts

	Field
	Description

	IMSI
	IMSI (International Mobile Subscriber Identity) is the subscribers permanent identity.

	IMSI-unauthenticated-indicator
	This is an IMSI indicator to show the IMSI is unauthenticated.

	MSISDN
	The basic MSISDN of the UE. The presence is dictated by its storage in the HSS.

	MM State
	Mobility management state ECM-IDLE, ECM-CONNECTED, EMM-DEREGISTERED.

	GUTI
	Globally Unique Temporary Identity.

	ME Identity
	Mobile Equipment Identity – (e.g. IMEI/IMEISV) Software Version Number

	Tracking Area List
	Current Tracking area list

	TAI of last TAU
	TAI of the TA in which the last Tracking Area Update was initiated.

	E-UTRAN Cell Global Identity
	Last known E-UTRAN cell

	E-UTRAN Cell Identity Age
	Time elapsed since the last E-UTRAN Cell Global Identity was acquired

	CSG ID
	Last known CSG ID when the UE was active

	CSG membership
	Last known CSG membership of the UE when the UE was active

	Access mode
	Access mode of last known ECGI when the UE was active

	Authentication Vector
	Temporary authentication and key agreement data that enables an MME to engage in AKA with a particular user. An EPS Authentication Vector consists of four elements:

a) network challenge RAND,

b) an expected response XRES,

c) Key KASME,

d) a network authentication token AUTN.

	UE Radio Access Capability
	UE radio access capabilities.

	MS Classmark 2
	GERAN/UTRAN CS domain core network classmark (used if the MS supports SRVCC to GERAN or UTRAN)

	MS Classmark 3
	GERAN CS domain radio network classmark (used if the MS supports SRVCC to GERAN)

	Supported Codecs
	List of codecs supported in the CS domain (used if the MS supports SRVCC to GERAN or UTRAN)

	UE Network Capability
	UE network capabilities including security algorithms and key derivation functions supported by the UE

	MS Network Capability
	For a GERAN and/or UTRAN capable UE, this contains information needed by the SGSN.

	UE Specific DRX Parameters
	UE specific DRX parameters for A/Gb mode, Iu mode and S1‑mode

	Active Time value for PSM
	UE specific Active Time value allocated by MME for power saving mode handling.

	Extended idle mode DRX parameters
	Negotiated extended idle mode DRX parameters for S1-mode.

	Selected NAS Algorithm
	Selected NAS security algorithm

	eKSI
	Key Set Identifier for the main key KASME. Also indicates whether the UE is using security keys derived from UTRAN or E-UTRAN security association.

	KASME
	Main key for E-UTRAN key hierarchy based on CK, IK and Serving network identity

	NAS Keys and COUNT
	KNASint, K_NASenc, and NAS COUNT parameter.

	Selected CN operator id
	Selected core network operator identity (to support network sharing as defined in TS 23.251 [24]). 

	Recovery
	Indicates if the HSS is performing database recovery.

	Access Restriction
	The access restriction subscription information. For this purpose, LTE and NB-IoT are separate RATs.

	ODB for PS parameters
	Indicates that the status of the operator determined barring for packet oriented services.

	APN-OI Replacement
	Indicates the domain name to replace the APN-OI when constructing the PDN GW FQDN upon which to perform a DNS resolution. This replacement applies for all the APNs in the subscriber's profile. See TS 23.003 [9] clause 9.1.2 for more information on the format of domain names that are allowed in this field.

	MME IP address for S11
	MME IP address for the S11 interface (used by S‑GW)

	MME TEID for S11
	MME Tunnel Endpoint Identifier for S11 interface.

	S‑GW IP address for S11/S4
	S‑GW IP address for the S11 and S4 interfaces

	S‑GW TEID for S11/S4
	S‑GW Tunnel Endpoint Identifier for the S11 and S4 interfaces.

	SGSN IP address for S3
	SGSN IP address for the S3 interface (used if ISR is activated for the GERAN and /or UTRAN capable UE)

	SGSN TEID for S3
	SGSN Tunnel Endpoint Identifier for S3 interface (used if ISR is activated for the E-UTRAN capable UE)

	eNodeB Address in Use for S1-MME
	The IP address of the eNodeB currently used for S1-MME.

	eNB UE S1AP ID
	Unique identity of the UE within eNodeB.

	MME UE S1AP ID
	Unique identity of the UE within MME.

	Subscribed UE-AMBR
	The Maximum Aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers according to the subscription of the user.

	UE-AMBR
	The currently used Maximum Aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers.

	EPS Subscribed Charging Characteristics
	The charging characteristics for the UE e.g. normal, prepaid, flat rate and/or hot billing.

	Subscribed RFSP Index
	An index to specific RRM configuration in the E-UTRAN that is received from the HSS.

	RFSP Index in Use
	An index to specific RRM configuration in the E-UTRAN that is currently in use.

	Trace reference
	Identifies a record or a collection of records for a particular trace.

	Trace type
	Indicates the type of trace

	Trigger id
	Identifies the entity that initiated the trace

	OMC identity
	Identifies the OMC that shall receive the trace record(s).

	URRP-MME
	URRP-MME indicating that the HSS has requested the MME to notify the HSS regarding UE reachability at the MME

	DL Data Buffer Expiration Time
	When extended buffering of DL data has been invoked for UEs that uses power saving functions e.g. PSM, this time is when the buffer will expire in the Serving GW.

	Suggested number of buffered downlink packets
	Suggested number of buffered downlink packets at extended buffering. This is an optional parameter.

	CSG Subscription Data
	The CSG Subscription Data is associated lists of CSG IDs for the visiting PLMN and the equivalent PLMNs fo the visitng PLMN, and for each CSG ID optionally an associated expiration date which indicates the point in time when the subscription to the CSG ID expires; an absent expiration date indicates unlimited subscription.

For a CSG ID that can be used to access specific PDNs via Local IP Access, the CSG ID entry includes the corresponding APN(s).

	LIPA Allowed
	Specifies whether the UE is allowed to use LIPA in this PLMN.

	Subscribed Periodic RAU/TAU Timer
	Indicates a subscribed Periodic RAU/TAU Timer value.

	MPS CS priority
	Indicates that the UE is subscribed to the eMLPP or 1x RTT priority service in the CS domain.

	MPS EPS priority
	Indicates that the UE is subscribed to MPS in the EPS domain.

	Voice Support Match Indicator
	An indication whether the UE radio capabilities are compatible with the network configuration (e.g. whether the SRVCC and frequency support by the UE matches those that the network relies upon for voice coverage). The MME uses it as an input for setting the IMS voice over PS Session Supported Indication.

	Homogenous Support of IMS Voice over PS Sessions
	Indicates per UE if "IMS Voice over PS Sessions" is homogeneously supported in all TAs in the serving MME or homogeneously not supported, or, support is non-homogeneous/unknown, see clause 4.3.5.8A.

	UE Radio Capability for Paging Information
	Information used by the eNB to enhance the paging towards the UE (see clause 5.11.4). The UE Radio Capability for Paging Information is defined in TS 36.413 [36].

	Information On Recommended Cells And ENBs For Paging
	Information sent by the eNB, and used by the MME when paging the UE to help determining the eNBs to be paged as well as to provide the information on recommended cells to each of these eNBs, in order to optimize the probability of successful paging while minimizing the signalling load on the radio path.

	Paging Attempt Count
	Information provided by the MME and used by the eNB to optimize signalling load and the use of network resources to successfully page a UE.

	UE Usage Type
	Indicates the usage characteristics of the UE for use with Dedicated Core Networks (see clause 4.3.25).

	Group ID-list
	List of the subscribed group(s) that the UE belongs to

	Monitoring Event Information Data
	Describes the monitoring event configuration information. See TS 23.682 [74] for more information.

	Delay Tolerant Connection
	Indicates that the PDN connection is delay tolerant such that the PDN GW supports holding the procedure, after receiving a reject with a cause indicating that UE is temporarily not reachable due to power saving, until the PDN GW receives a message indicating that the UE is available for end to end signalling

	For each active PDN connection:

	APN in Use
	The APN currently used. This APN shall be composed of the APN Network Identifier and the default APN Operator Identifier, as specified in TS 23.003 [9], clause 9.1.2. Any received value in the APN OI Replacement field is not applied here.

	APN Restriction
	Denotes the restriction on the combination of types of APN for the APN associated with this EPS bearer Context. 

	APN Subscribed
	The subscribed APN received from the HSS.

	PDN Type
	IPv4, IPv6, IPv4v6 or non-IP

	IP Address(es)
	IPv4 address and/or IPv6 prefix

NOTE:
The MME might not have information on the allocated IPv4 address. Alternatively, following mobility involving a pre-release 8 SGSN, this IPv4 address might not be the one allocated to the UE.

	EPS PDN Charging Characteristics
	The charging characteristics of this PDN connection, e.g. normal, prepaid, flat-rate and/or hot billing.

	APN-OI Replacement
	APN level APN-OI Replacement which has same role as UE level APN-OI Replacement but with higher priority than UE level APN-OI Replacement. This is an optional parameter. When available, it shall be used to construct the PDN GW FQDN instead of UE level APN-OI Replacement.

	SIPTO permissions
	Indicates whether the traffic associated with this APN is prohibited for SIPTO, allowed for SIPTO excluding SIPTO at the local network, allowed for SIPTO including SIPTO at the local network or allowed for SIPTO at the local network only.

	Local Home Network ID
	If SIPTO@LN is enabled for this PDN connection it indicates the identity of the Local Home Network to which the (H)eNB belongs.

	LIPA permissions
	Indicates whether the PDN can be accessed via Local IP Access. Possible values are: LIPA-prohibited, LIPA-only and LIPA-conditional.

	WLAN offloadability
	Indicates whether the traffic associated with this PDN Connection is allowed to be offloaded to WLAN using the WLAN/3GPP Radio Interworking feature or if it shall be kept on 3GPP access (see clause 4.3.23). The indication may contain separate values per RAT (E-UTRA and UTRA).

	VPLMN Address Allowed
	Specifies whether the UE is allowed to use the APN in the domain of the HPLMN only, or additionally the APN in the domain of the VPLMN.

	PDN GW Address in Use (control plane)
	The IP address of the PDN GW currently used for sending control plane signalling.

	PDN GW TEID for S5/S8 (control plane)
	PDN GW Tunnel Endpoint Identifier for the S5/S8 interface for the control plane. (For GTP-based S5/S8 only).

	MS Info Change Reporting Action
	Need to communicate change in User Location Information to the PDN GW with this EPS bearer Context.

	CSG Information Reporting Action
	Need to communicate change in User CSG Information to the PDN GW with this EPS bearer Context.

This field denotes separately whether the MME/SGSN are requested to send changes in User CSG Information for (a) CSG cells, (b) hybrid cells in which the subscriber is a CSG member and (c) hybrid cells in which the subscriber is not a CSG member.

	Presence Reporting Area Action
	Need to communicate a change of UE presence in Presence Reporting Area. This field denotes separately the Presence Reporting Area identifier, and the list of Presence Reporting Area elements (if provided by the PDN GW).

	EPS subscribed QoS profile
	The bearer level QoS parameter values for that APN's default bearer (QCI and ARP) (see clause 4.7.3).

	Subscribed APN-AMBR
	The Maximum Aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers, which are established for this APN, according to the subscription of the user.

	APN-AMBR
	The Maximum Aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers, which are established for this APN, as decided by the PDN GW.

	PDN GW GRE Key for uplink traffic (user plane)
	PDN GW assigned GRE Key for the S5/S8 interface for the user plane for uplink traffic. (For PMIP-based S5/S8 only)

	Default bearer
	Identifies the EPS Bearer Id of the default bearer within the given PDN connection.

	low access priority
	Indicates that the UE requested low access priority when the PDN connection was opened.

NOTE:
The low access priority indicator is only stored for the purpose to be included in charging records.

	Communication Patterns
	Indicates per UE the Communication Patterns and their corresponding validity times as specified in TS 23.682 [74]. The Communication Patterns are not provided to the SGSN.

	For each bearer within the PDN connection:

	EPS Bearer ID 
	An EPS bearer identity uniquely identifies an EP S bearer for one UE accessing via E-UTRAN

	TI
	Transaction Identifier

	S-GW IP address for S1-u
	IP address of the S‑GW for the S1-u interfaces.

	S-GW TEID for S1u
	Tunnel Endpoint Identifier of the S‑GW for the S1-u interface.

	PDN GW TEID for S5/S8 (user plane)
	P‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the user plane. (Used for S‑GW change only).

NOTE:
The PDN GW TEID is needed in MME context as S‑GW relocation is triggered without interaction with the source S‑GW, e.g. when a TAU occurs. The Target S‑GW requires this Information Element, so it must be stored by the MME.

	PDN GW IP address for S5/S8 (user plane)
	P GW IP address for user plane for the S5/S8 interface for the user plane. (Used for S‑GW change only).

NOTE:
The PDN GW IP address for user plane is needed in MME context as S‑GW relocation is triggered without interaction with the source S‑GW, e.g. when a TAU occurs. The Target S GW requires this Information Element, so it must be stored by the MME.

	EPS bearer QoS
	QCI and ARP

optionally: GBR and MBR for GBR bearer

	TFT
	Traffic Flow Template. (For PMIP-based S5/S8 only)


Table 5.7.2-2: MME Emergency Configuration Data

The MME Emergency Configuration Data is used instead of UE subscription data received from the HSS, for all emergency bearer services that are established by an MME on UE request.

	Field
	Description

	Emergency Access Point Name (em APN)
	A label according to DNS naming conventions describing the access point used for Emergency PDN connection (wild card not allowed).

	Emergency QoS profile
	The bearer level QoS parameter values for Emergency APN's default bearer (QCI and ARP). The ARP is an ARP value reserved for emergency bearers.

	Emergency APN-AMBR
	The Maximum Aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers, which are established for the Emergency APN, as decided by the PDN GW.

	Emergency PDN GW identity
	The statically configured identity of the PDN GW used for emergency APN. The PDN GW identity may be either an FQDN or an IP address.

	Non-3GPP HO Emergency PDN GW identity
	The statically configured identity of the PDN GW used for emergency APN when a PLMN supports handover to non-3GPP access. The PDN GW identity may be either an FQDN or an IP address.(NOTE 1)

	NOTE-1:
The FQDN always resolves to one PDN GW.


NOTE:
QCI for Emergency APN's default bearer is set per operator configuration.

5.7.3
Serving GW

The Serving GW maintains the following EPS bearer context information for UEs. Table 5.7.3-1 shows the context fields for one UE.

For emergency attached UEs which are not authenticated, IMEI is stored in context.

Table 5.7.3-1: S‑GW EPS bearer context

	Field
	Description
	E-UTRAN
	UTRAN/
GERAN

	IMSI
	IMSI (International Mobile Subscriber Identity) is the subscriber permanent identity.
	X
	X

	IMSI-unauthenticated-indicator
	This is an IMSI indicator to show the IMSI is unauthenticated.
	X
	X

	ME Identity
	Mobile Equipment Identity (e.g. IMEI/IMEISV).
	X
	X

	MSISDN
	The basic MSISDN of the UE. The presence is dictated by its storage in the HSS.
	X
	X

	Selected CN operator id
	Selected core network operator identity (to support network sharing as defined in TS 23.251 [24]). 
	X
	X

	MME TEID for S11
	MME Tunnel Endpoint Identifier for the S11 interface
	X
	

	MME IP address for S11
	MME IP address the S11 interface.
	X
	

	S‑GW TEID for S11/S4 (control plane)
	S‑GW Tunnel Endpoint Identifier for the S11 Interface and the S4 Interface (control plane).
	X
	X

	S‑GW IP address for S11/S4 (control plane)
	S‑GW IP address for the S11 interface and the S4 Interface (control plane).
	X
	X

	SGSN IP address for S4 (control plane)
	SGSN IP address for the S4 interface (Used by the S‑GW).
	
	X

	SGSN TEID for S4 (control plane)
	SGSN Tunnel Endpoint Identifier for the S4 interface.
	
	X

	Trace reference
	Identifies a record or a collection of records for a particular trace.
	X
	X

	Trace type
	Indicates the type of trace
	X
	X

	Trigger id
	Identifies the entity that initiated the trace
	X
	X

	OMC identity
	Identifies the OMC that shall receive the trace record(s).
	X
	X

	Last known Cell Id
	This is the last location of the UE known by the network
	X
(NOTE 1)
	X
(NOTE 1)

	Last known Cell Id age
	This is the age of the above UE location information
	X
(NOTE 1)
	X
(NOTE 1)

	DL Data Buffer Expiration Time
	The time until the Serving GW buffers DL data, when the MME has requested extended buffering in an DDN Ack (e.g. when a UE is in PSM).
	X
	X

	For each PDN Connection:

NOTE:
The following entries are repeated for each PDN.

	APN in Use
	The APN currently used, as received from the MME or S4 SGSN.
	X
	X

	PDN Type
	IPv4, IPv6, IPv4v6 or non-IP
	X
	

	EPS PDN Charging Characteristics
	The charging characteristics of this PDN connection, e.g. normal, prepaid, flat-rate and/or hot billing.
	X
	X

	P‑GW Address in Use (control plane)
	The IP address of the P‑GW currently used for sending control plane signalling.
	X
	X

	P‑GW TEID for S5/S8 (control plane)
	P‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the control plane. (For GTP-based S5/S8 only).
	X
	X

	P‑GW Address in Use (user plane)
	The IP address of the P‑GW currently used for sending user plane traffic. (For PMIP-based S5/S8 only)
	X
	X

	P‑GW GRE Key for uplink traffic (user plane)
	PDN GW assigned GRE Key for the S5/S8 interface for the user plane for uplink traffic. (For PMIP-based S5/S8 only)
	X
	X

	S‑GW IP address for S5/S8 (control plane)
	S‑GW IP address for the S5/S8 for the control plane signalling. 
	X
	X

	S‑GW TEID for S5/S8 (control plane)
	S‑GW Tunnel Endpoint Identifier for the S5/S8 control plane interface. (For GTP-based S5/S8 only).
	X
	X

	S‑GW Address in Use (user plane)
	The IP address of the S‑GW currently used for sending user plane traffic. (For PMIP-based S5/S8 only)
	X
	X

	S‑GW GRE Key for downlink traffic (user plane)
	Serving GW assigned GRE Key for the S5/S8 interface for the user plane for downlink traffic. (For PMIP-based S5/S8 only)
	X
	X

	Default Bearer
	Identifies the default bearer within the PDN connection by its EPS Bearer Id. (For PMIP based S5/S8.)
	X
	X

	For each EPS Bearer within the PDN Connection:

NOTE:
The following entries defining the EPS Bearer specific parameters are included within the set of parameters defining the PDN Connection.

	EPS Bearer Id
	An EPS bearer identity uniquely identifies an EPS bearer for one UE accessing via E-UTRAN
	X
	X

	TFT
	Traffic Flow Template
	X
	X

	P‑GW Address in Use (user plane)
	The IP address of the P‑GW currently used for sending user plane traffic. (For GTP-based S5/S8 only).
	X
	X

	P‑GW TEID for S5/S8 (user plane)
	P‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the user plane. (For GTP-based S5/S8 only).
	X
	X

	S‑GW IP address for S5/S8 (user plane)
	S‑GW IP address for user plane data received from PDN GW. (For GTP-based S5/S8 only).
	X
	X

	S‑GW TEID for S5/S8 (user plane)
	S‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the user plane. (For GTP-based S5/S8 only).
	X
	X

	S‑GW IP address for S1-u, S12 and S4 (user plane)
	S‑GW IP address for the S1-u interface (Used by the eNodeB), for the S12 interface (used by the RNC) and for the S4 interface (used by the SGSN).
	X
	X

	S‑GW TEID for S1-u, S12 and S4 (user plane)
	S‑GW Tunnel Endpoint Identifier for the S1-u interface, for the S12 interface (used by the RNC) and for the S4 interface (used by the SGSN).
	X
	X

	eNodeB IP address for S1-u
	eNodeB IP address for the S1-u interface (Used by the S‑GW).
	X
	

	eNodeB TEID for S1-u
	eNodeB Tunnel Endpoint Identifier for the S1-u interface.
	X
	

	RNC IP address for S12
	RNC IP address for the S12 interface (Used by the S‑GW).
	
	X

	RNC TEID for S12
	RNC Tunnel Endpoint Identifier for the S12 interface.
	
	X

	SGSN IP address for S4 (user plane)
	SGSN IP address for the S4 interface (Used by the S‑GW).
	
	X

	SGSN TEID for S4 (user plane)
	SGSN Tunnel Endpoint Identifier for the S4 interface.
	
	X

	EPS Bearer QoS
	ARP, GBR, MBR, QCI.
	X
	X

	Charging Id
	Charging identifier, identifies charging records generated by S‑GW and PDN GW.
	X
	X

	NOTE 1:
The "Last Known Cell Id Age" is stored so that when UE location information is made available from both E-UTRAN and UTRAN/GERAN, the Serving GW can determine the "Last Known Cell Id".


5.7.4
PDN GW

The PDN GW maintains the following EPS bearer context information for UEs. Table 5.7.4-1 shows the context fields for one UE.

For emergency attached UEs which are not authenticated, IMEI is stored in context.

Table 5.7.4-1: P‑GW context

	Field
	Description
	E-UTRAN
	UTRAN/
GERAN

	IMSI
	IMSI (International Mobile Subscriber Identity) is the subscriber permanent identity.
	X
	X

	IMSI-unauthenticated-indicator
	This is an IMSI indicator to show the IMSI is unauthenticated.
	X
	X

	ME Identity
	Mobile Equipment Identity (e.g. IMEI/IMEISV).
	X
	X

	MSISDN
	The basic MSISDN of the UE. The presence is dictated by its storage in the HSS.
	X
	X

	Selected CN operator id
	Selected core network operator identity (to support network sharing as defined in TS 23.251 [24]). 
	X
	X

	RAT type
	Current RAT
	X
	X

	Trace reference
	Identifies a record or a collection of records for a particular trace.
	X
	X

	Trace type
	Indicates the type of trace
	X
	X

	Trigger id
	Identifies the entity that initiated the trace
	X
	X

	OMC identity
	Identifies the OMC that shall receive the trace record(s).
	X
	X

	For each APN in use:

NOTE:
The following entries are repeated for each APN.

	APN in use
	The APN currently used, as received from the S-GW.
	X
	X

	APN-AMBR
	The maximum aggregated uplink and downlink MBR values to be shared across all Non-GBR bearers, which are established for this APN.
	X
	X

	For each PDN Connection within the APN:

NOTE:
The following entries are repeated for each PDN connection within the APN.

	IP Address(es)
	IPv4 address and/or IPv6 prefix
	X
	X

	PDN type
	IPv4, IPv6, IPv4v6 or non-IP
	X
	X

	S‑GW Address in Use (control plane)
	The IP address of the S‑GW currently used for sending control plane signalling.
	X
	X

	S‑GW TEID for S5/S8 (control plane)
	S‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the control plane. (For GTP-based S5/S8 only).
	X
	X

	S‑GW Address in Use (user plane)
	The IP address of the S‑GW currently used for sending user plane traffic. (For PMIP-based S5/S8 only).
	X
	X

	S‑GW GRE Key for downlink traffic (user plane)
	Serving GW assigned GRE Key for the S5/S8 interface for the user plane for downlink traffic. (For PMIP-based S5/S8 only).
	X
	X

	P‑GW IP address for S5/S8 (control plane)
	P‑GW IP address for the S5/S8 for the control plane signalling. 
	X
	X

	P‑GW TEID for S5/S8 (control plane)
	P‑GW Tunnel Endpoint Identifier for the S5/S8 control plane interface. (For GTP-based S5/S8 only).
	X
	X

	P‑GW Address in Use (user plane)
	The IP address of the P‑GW currently used for sending user plane traffic. (For PMIP-based S5/S8 only).
	X
	X

	P‑GW GRE Key for uplink traffic (user plane)
	PDN GW assigned GRE Key for the S5/S8 interface for the user plane for uplink traffic. (For PMIP-based S5/S8 only).
	X
	X

	MS Info Change Reporting support indication
	The MME and/or SGSN serving the UE support(s) procedures for reporting User Location Information and/or User CSG Information.
	X
	X

	MS Info Change Reporting Action
	Denotes whether the MME and/or the SGSN is/are requested to send changes in User Location Information change.
	X
	X

	CSG Information Reporting Action
	Denotes whether the MME and/or the SGSN is/are requested to send changes in User CSG Information change.

This field denotes separately whether the MME/SGSN are requested to send changes in User CSG Information for (a) CSG cells, (b) hybrid cells in which the subscriber is a CSG member, and (c) hybrid cells in which the subscriber is not a CSG member, or any combination of the above.
	X
	X

	Presence Reporting Area Action
	Denotes whether the MME and/or the SGSN is/are requested to send changes of UE presence in Presence Reporting Area.This field denotes separately the Presence Reporting Area identifier and the list of Presence Reporting Area elements.
	X
	X

	BCM
	The negotiated Bearer Control Mode for GERAN/UTRAN.
	
	X

	Default Bearer
	Identifies the default bearer within the PDN connection by its EPS Bearer Id. The default bearer is the one which is established first within the PDN connection. (For GTP based S5/S8 or for PMIP based S5/S8 if multiple PDN connections to the same APN are supported).
	X
	X

	EPS PDN Charging Characteristics
	The charging characteristics of this PDN connection e.g. normal, prepaid, flat-rate and/or hot billing.
	
	

	For each EPS Bearer within the PDN Connection:

NOTE 1:
The following entries defining the EPS Bearer specific parameters are included within the set of parameters defining the PDN Connection.

NOTE 2:
The following entries are stored only for GTP-based S5/S8.

	EPS Bearer Id
	An EPS bearer identity uniquely identifies an EPS bearer for one UE accessing via E-UTRAN
	X
	X

	TFT
	Traffic Flow Template
	X
	X

	S‑GW Address in Use (user plane)
	The IP address of the S‑GW currently used for sending user plane traffic.
	X
	X

	S‑GW TEID for S5/S8 (user plane)
	S‑GW Tunnel Endpoint Identifier for the S5/S8 interface for the user plane.
	X
	X

	P‑GW IP address for S5/S8 (user plane)
	P‑GW IP address for user plane data received from PDN GW.
	X
	X

	P‑GW TEID for S5/S8 (user plane)
	P‑GW Tunnel Endpoint Identifier for the GTP Based S5/S8 interface for user plane.
	X
	X

	EPS Bearer QoS
	ARP, GBR, MBR, QCI.
	X
	X

	Charging Id
	Charging identifier, identifies charging records generated by S‑GW and PDN GW.
	X
	X


5.7.5
UE

The UE maintains the following context information. Table 5.7.5-1 shows the context fields. A GERAN or UTRAN capable UE maintains in addition the context information as described in a similar UE context table in TS 23.060 [7].

Table 5.7.5-1: UE context

	Field
	Description

	IMSI
	IMSI (International Mobile Subscriber Identity) is the subscribers permanent identity.

	EMM State
	Mobility management state EMM-REGISTERED, EMM-DEREGISTERED.

	GUTI
	Globally Unique Temporary Identity.

	ME Identity
	Mobile Equipment Identity – (e.g. IMEI/IMEISV) Software Version Number.

	Tracking Area List
	Current Tracking area list.

	last visited TAI
	A TAI which is contained in the TA list the UE registered to the network and which identifies the tracking area last visited by the UE.

	Selected NAS Algorithm
	Selected NAS security algorithm.

	Selected AS Algorithm
	Selected AS security algorithms.

	eKSI
	Key Set Identifier for the main key KASME. Also indicates whether the UE is using security keys derived from UTRAN or E-UTRAN security association

	KASME
	Main key for E-UTRAN key hierarchy based on CK, IK and Serving network identity.

	NAS Keys and COUNT
	KNASint, KNASenc, and NAS COUNT parameter.

	Temporary Identity used in Next update (TIN)
	This parameter is used internally by the UE to memorise which temporary ID it has to indicate in the Attach Request and RAU/TAU Request as specified in clause 4.3.5.6.

	UE Specific DRX Parameters
	Preferred E-UTRAN DRX cycle length

	Active Time value for PSM
	UE specific Active Time value allocated by MME for power saving mode handling.

	Extended idle mode DRX parameters
	Extended idle mode DRX parameters received from the MME.

	Allowed CSG list
	The Allowed CSG list, which is under both user and operator control, indicates the list of CSG IDs and the associated PLMN where the UE is a member.

	Operator CSG list
	The Operator CSG list, which is under exclusive Operator control, indicates the list of CSG IDs and the associated PLMN where the UE is a member.

	For each active PDN connection:

	APN in Use
	The APN currently used. This APN shall be composed of the APN Network Identifier and the default APN Operator Identifier, as specified in TS 23.003 [9], clause 9.1.2.

	APN-AMBR
	The maximum aggregated uplink and downlink MBR to be shared across all Non-GBR bearers, which are established for this APN.

	Assigned PDN Type
	The PDN Type assigned by the network (IPv4, IPv6, IPv4v6 or non-IP).

	IP Address(es)
	IPv4 address and/or IPv6 prefix

	Default Bearer
	Identifies the default bearer within the PDN connection by its EPS Bearer Id. The default bearer is the one which is established first within the PDN connection.

	WLAN offloadability
	Indicates whether the traffic associated with this PDN Connection is allowed to be offloaded to WLAN using the WLAN/3GPP Radio Interworking feature or if it shall be kept on 3GPP access (see clause 4.3.23). The indication may contain separate values per RAT (LTE, NB-IoT and UTRA).

	For each EPS Bearer within the PDN connection

	EPS Bearer ID
	An EPS bearer identity uniquely identifies an EPS bearer for one UE accessing via E-UTRAN.

	TI
	Transaction Identifier

	EPS bearer QoS
	GBR and MBR for GBR bearer.

	TFT
	Traffic Flow Template.


******** next changes ********

5.7A
Charging

Accounting functionality is provided by the Serving GW, the PDN GW, and, for Control Plane CIoT EPS Optimisation of traffic that does not go through the Serving GW, by the MME.

The Serving GW shall be able to collect and report for each UE accounting information, i.e. the amount of data transmitted in uplink and downlink direction categorized with the QCI and ARP pair per UE per PDN connection. For GTP-based S5/S8 the accounting information is collected and reported per bearer.

The Serving GW shall not collect UE accounting information for packets that are being processed for the sole purpose of indirect forwarding.

The Serving GW for inter-operator charging, and the PDN GW shall be able to interface the OFCS according to charging principles and through reference points specified in TS 32.240 [51].

The PDN GW shall be able to provide charging functionality for each UE according to TS 23.203 [6]. The PDN GW data collection for charging and usage monitoring purposes can be temporarily paused as described in clause 5.3.6A.
A PDN GW without a Gx interface shall be able to support flow based online and offline charging based on local configuration and interaction with the Online and Offline Charging Systems.

If the PCRF is not deployed or not enabled for the APN, the PDN GW does not provide a Presence Reporting Area identifier to the Online Charging System. In this case, the Online Charging System may provide a Presence Reporting Area identifier to the PDN GW and then subscribe to notifications about changes of UE presence in Presence Reporting Area as defined in the TS 23.203 [6].

The PDN GW shall be able to collect and report, for each UE, accounting information, i.e. the amount of data received and transmitted in uplink and downlink direction categorized with the QCI and ARP pair per UE per PDN connection. For GTP-based S5/S8 the accounting information is collected and reported per bearer. The PDN GW data collection can be temporarily paused as described in clause 5.3.6A based on operator configuration in the PDN GW.
NOTE:
A consequence of pausing the PDN GW data collection is that PDN GW accounting information may not correspond to the volume that traversed the PDN GW and it is therefore not possible to verify accounting information collected at the Serving GW for inter-operator charging.

The Charging identifier(s) generated by the PDN GW per bearer for GTP-based S5/S8 and per PDN connection for PMIP-based S5/S8 and the PDN GW address for control signalling enables the correlation of the reporting from a Serving GW and a PDN GW. The Charging identifier is uniquely assigned within the PDN GW.

The PDN GW receives Charging Characteristics from the Serving GW through GTP-S5/S8, or through PMIP for PMIP-based S5/S8. The handling of the Charging Characteristics in the P‑GW is defined in TS 32.251 [44].

To enable CSG charging function for a subscriber consuming network services via a CSG cell or a hybrid cell, User CSG Information is transferred to the PDN GW as indicated by CSG Information Reporting Action. User CSG Information includes CSG ID, access mode and CSG membership indication. CSG membership indication of whether the UE is a member of the CSG is included if the access mode is hybrid.

The valid CSG information shall be available in the serving GW and PDN GW in connected mode.

The PCRF shall, if deployed, provide User CSG Information reporting rules to the PDN GW at Attach and PDN Connectivity Request. PDN GW sets the CSG Information Reporting Action IE according to the User CSG Information reporting rules and sends it to Serving GW and MME.
For Control Plane CIoT EPS Optimisation, the MME shall collect UE accounting information for packets that are associated with applications (e.g. T6a traffic with SCEF, etc) that do not utilise the Serving GW/PDN GW. For these applications the MME shall interface with the Offline Charging System, but the MME may rely on each application’s server to interface to the Online Charging System.
************* next changes *************

5.10
Multiple-PDN support, and NB-IoT bearer activation
5.10.1
General

The EPS shall support simultaneous exchange of IP traffic to multiple PDNs through the use of separate PDN GWs or single PDN GW. The usage of multiple PDNs is controlled by network policies and defined in the user subscription.

The EPS shall support UE-initiated connectivity establishment in order to allow multiple PDN connections to one or more PDNs. It shall be possible for a UE to initiate disconnection from any PDN.

All simultaneous active PDN connections of a UE that are associated with the same APN shall be provided by the same P‑GW.

UE support for multiple PDN connections is optional.
An NB-IoT UE can be attached to the MME without any EPS bearer being active. In this state, the NB-IoT UE may wish to activate an EPS bearer. In this case the procedure of clause 5.10.2 is followed.
5.10.2
UE requested PDN connectivity

The UE requested PDN connectivity procedure for an E-UTRAN is depicted in figure 5.10.2-1. The procedure allows the UE to request for connectivity to an additional PDN over E-UTRAN including allocation of a default bearer (e.g. if the UE already has active PDN connections over E-UTRAN). This procedure is also used to request for connectivity to an additional PDN over E-UTRAN, if the UE is simultaneously connected to E-UTRAN and a non-3GPP access and the UE already has active PDN connections over both accesses. Further, this procedure is also used by an NB-IoT UE to activate PDN connectivity following an Attach without PDN connection establishment. The PDN connectivity procedure may trigger one or multiple Dedicated Bearer Establishment procedures to establish dedicated EPS bearer(s) for that UE.

An emergency attached UE shall not initiate any PDN Connectivity Request procedure. A normal attached UE shall request a PDN connection for emergency services when Emergency Service is required and an emergency PDN connection is not already active.
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Figure 5.10.2-1: UE requested PDN connectivity

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 3, 4, 5 and 13a/b concern GTP based S5/S8.

NOTE 2:
The UE also uses this procedure to request re-establishment of existing PDN connectivity upon handover from non-3GPP accesses.

NOTE 3:
The steps in (B) are executed only upon handover from non-3GPP access or if Presence Reporting Area Information is received from the MME.
NOTE 3A:
For an NB-IoT UE using the Control Plane CIoT EPS Optimisation, steps 7 and 8 are modified and 9 and 10 are skipped.
1.
The UE initiates the UE Requested PDN procedure by the transmission of a PDN Connectivity Request (APN, PDN Type, Protocol Configuration Options, Request Type) message. If the UE was in ECM-IDLE mode, this NAS message is preceded by the Service Request procedure. PDN type indicates the requested IP version (IPv4, IPv4v6, IPv6, non-IP). The MME verifies that the APN provided by UE is allowed by subscription. If the UE did not provide an APN, the MME shall use the APN from the default PDN subscription context, and, use this APN for the remainder of this procedure. Protocol Configuration Options (PCO) are used to transfer parameters between the UE and the PDN GW, and are sent transparently through the MME and the Serving GW. The Protocol Configuration Options may include the Address Allocation Preference, which indicates that the UE prefers to obtain an IPv4 address only after the default bearer activation by means of DHCPv4. If the UE has UTRAN or GERAN capabilities, it shall send the NRSU in the PCO to indicate the support of the network requested bearer control in UTRAN/GERAN. The UE sends the ETFTU in the PCO to indicate the support of the extended TFT filter format. The Request Type indicates "initial request" if the UE requests new additional PDN connectivity over the 3GPP access network for multiple PDN connections, the Request Type indicates "handover" when the UE is performing a handover from non-3GPP access and the UE has already established connectivity with the PDN over the non-3GPP access.


The UE shall indicate Request Type "Emergency" when it requests a PDN connection for emergency services.


If the message is being sent via a HeNB which has a collocated L-GW, it includes the L-GW address in the Uplink NAS transport message to the MME.

2.
If the MME receives a PDN Connectivity Request from an emergency attached UE or the PDN Connectivity Request is for normal services and the mobility or access restrictions do not allow the UE to access normal services the MME shall reject this request.


If the Request Type indicates "Emergency" and the MME is not configured to support PDN connections for emergency services the MME shall reject the PDN Connectivity Request with an appropriate reject cause.


If the Request Type indicates "Emergency", the MME derives a PDN GW from the MME Emergency Configuration Data or the MME selects a PDN GW as described in clause 4.3.12.4 on PDN GW Selection Function (3GPP accesses) according to the Emergency APN in the MME Emergency Configuration Data. This selection shall provide a PDN GW from visited PLMN only.


If the Request Type indicates "Emergency" and the MME is configured to support PDN connections for emergency services, it uses the MME Emergency Configuration Data for the bearer establishment in this step and ignores any subscription data limitation.


If the Request Type indicates "Handover", the MME uses the PDN GW stored in the Subscription Data retrieved by the MME during the Update Location performed at attach. If the Request Type indicates "initial request" the MME selects a PDN GW as described in clause 4.3.8.1 on PDN GW Selection Function (3GPP accesses).


If the UE provided APN is authorized for LIPA according to the user subscription, the MME shall use the CSG Subscription Data to authorize the connection.

The MME allocates a Bearer Id, and sends a Create Session Request (IMSI, MSISDN, MME TEID for control plane, RAT type, PDN GW address, PDN Address, Default EPS Bearer QoS, PDN Type, subscribed APN-AMBR, APN, EPS Bearer Id, Protocol Configuration Options, Handover Indication, ME Identity, User Location Information (ECGI), UE Time Zone, User CSG Information, MS Info Change Reporting support indication, Selection Mode, Charging Characteristics, Trace Reference, Trace Type, Trigger Id, OMC Identity, Maximum APN Restriction, Dual Address Bearer Flag) message to the Serving GW.


The RAT type is provided in this message for the later PCC decision. The RAT type shall enable NB-IoT and LTE to be differentiated by the PDN-GW and PCC.  The MSISDN is included if the MME has it stored for that UE. Handover Indication is included if the Request Type indicates "handover". Selection Mode indicates whether a subscribed APN was selected, or a non-subscribed APN sent by the UE was selected. The P‑GW may use Selection Mode when deciding whether to accept or reject the default bearer activation. For example, if an APN requires subscription, the P‑GW is configured to accept only the default bearer activation that requests a subscribed APN as indicated by Selection Mode. Charging Characteristics indicates which kind of charging the bearer context is liable for.


The charging characteristics for the PS subscription and individually subscribed APNs as well as the way of handling Charging Characteristics and whether to send them or not to the P‑GW is defined in TS 32.251 [44]. The MME shall include Trace Reference, Trace Type, Trigger Id, and OMC Identity if S‑GW and/or P‑GW trace is activated. The MME shall copy Trace Reference, Trace Type, and OMC Identity from the trace information received from the HLR or OMC.


The Maximum APN Restriction denotes the most stringent restriction as required by any already active bearer context. If there are no already active bearer contexts, this value is set to the least restrictive type (see clause 15.4 of TS 23.060 [7]). If the P‑GW receives the Maximum APN Restriction, then the P‑GW shall check if the Maximum APN Restriction value does not conflict with the APN Restriction value associated with this bearer context request. If there is no conflict the request shall be allowed, otherwise the request shall be rejected with sending an appropriate error cause to the UE.


If the PDN subscription context contains a subscribed IPv4 address and/or IPv6 prefix, the MME indicates it in the PDN address. The MME may change the requested PDN type according to the subscription data for this APN as described in clause 5.3.1.1. The MME shall set the Dual Address Bearer Flag when the PDN type is set to IPv4v6 and all SGSNs which the UE may be handed over to are Release 8 or above supporting dual addressing, which is determined based on node pre-configuration by the operator.

3.
The Serving GW creates a new entry in its EPS Bearer table and sends a Create Session Request (IMSI, MSISDN, Serving GW Address for the user plane, Serving GW TEID of the user plane, Serving GW TEID of the control plane, RAT type, Default EPS Bearer QoS, PDN Type, PDN Address, subscribed APN-AMBR, APN, Bearer Id, Protocol Configuration Options, Handover Indication, ME Identity, User Location Information (ECGI), UE Time Zone, User CSG Information, MS Info Change Reporting support indication, PDN Charging Pause Support indication, Selection Mode, Charging Characteristics, Trace Reference, Trace Type, Trigger Id, OMC Identity, Maximum APN Restriction, Dual Address Bearer Flag) message to the PDN GW indicated in the PDN GW address received in the previous step. After this step, the Serving GW buffers any downlink packets it may receive from the PDN GW until receives the message in step 13 below. The MSISDN is included if received from the MME. If the Handover Indication is included, the Serving GW includes it in the Create Session Request message.


P-GWs shall not perform any checks of Maximum APN Restriction if Create Default Bearer Request includes emergency APN.

4.
If dynamic PCC is deployed and the Handover Indication is not present, the PDN GW may employ an IP‑CAN Session Establishment procedure as defined in TS 23.203 [6] with the PCRF to get the default PCC rules for the UE. This may lead to the establishment of a number of dedicated bearers following the procedures defined in clause 5.4.1 in association with the establishment of the default bearer which is described in Annex F.


The RAT type is provided to the PCRF by the PDN GW if received by the previous message. If the PDN GW/PCEF is configured to activate predefined PCC rules for the default bearer, the interaction with the PCRF is not required (e.g. operator may configure to do this) at the moment.


The ETFTU is provided to the PCRF by the PDN GW, if received in the PCO from the UE and the PDN GW supports the extended TFT filter format. If the PCRF decides that the PDN connection may use extended TFT filters, it shall return the ETFTN indicator to the PDN GW for inclusion in the protocol Configuration Options returned to the UE.


The PCRF may modify the APN-AMBR and the QoS parameters (QCI and ARP) associated with the default bearer in the response to the PDN GW as defined in TS 23.203 [6].


If the PCC is configured to support emergency services and dynamic PCC is deployed, the PCRF, based on the Emergency APN, sets the ARP of the PCC rules to a value that is reserved for emergency services and the authorization of dynamic PCC rules as described in TS 23.203 [6]. If dynamic PCC is not deployed, the PDN GW is configured to set the ARP to a value that is reserved for emergency services.


If dynamic PCC is deployed and the Handover Indication is present, the PDN GW executes a PCEF‑Initiated IP‑CAN Session Modification procedure with the PCRF as specified in TS 23.203 [6] to report the new IP‑CAN type. Depending on the active PCC rules, the establishment of dedicated bearer for the UE may be required. The establishment of those bearers shall take place in combination with the default bearer activation as described in Annex F. This procedure can continue without waiting for a PCRF response. If changes to the active PCC rules are required, the PCRF may provide them after the handover procedure is finished.


In both cases (Handover Indication is present or not), if dynamic PCC is not deployed, the PDN GW may apply local QoS policy. This may lead to the establishment of a number of dedicated bearers for the UE following the procedures defined in clause 5.4.1 in combination with the establishment of the default bearer, which is described in Annex F.


If the CSG information reporting triggers are received from the PCRF, the PDN GW should set the CSG Information Reporting Action IE accordingly.

5.
The P‑GW creates a new entry in its EPS bearer context table and generates a Charging Id for the Default Bearer. The new entry allows the P‑GW to route user plane PDUs between the S‑GW and the packet data network, and to start charging. The way the P‑GW handles Charging Characteristics that it may have received is defined in TS 32.251 [44].


The PDN GW returns a Create Session Response (PDN GW Address for the user plane, PDN GW TEID of the user plane, PDN GW TEID of the control plane, PDN Type, PDN Address, EPS Bearer Id, EPS Bearer QoS, Protocol Configuration Options, Charging Id, Prohibit Payload Compression, APN Restriction, Cause, MS Info Change Reporting Action (Start) (if the PDN GW decides to receive UE's location information during the session), CSG Information Reporting Action (Start) (if the PDN GW decides to receive UE's User CSG information during the session), Presence Reporting Area Action (if the PDN GW decides to receive notifications about a change of UE presence in Presence Reporting Area), PDN Charging Pause Enabled indication (if PDN GW has chosen to enable the function), APN-AMBR, Delay Tolerant Connection) message to the Serving GW. The PDN GW takes into account the received PDN type, the Dual Address Bearer Flag and the policies of operator when the PDN GW selects the PDN type to be used as follows. If the received PDN type is IPv4v6 and both IPv4 and IPv6 addressing are possible in the PDN but the Dual Address Bearer Flag is not set, or only single IP version addressing for this APN is possible in the PDN, the PDN GW selects a single IP version (either IPv4 or IPv6). If the received PDN type is IPv4 or IPv6, the PDN GW uses the PDN type if it is supported in the PDN, otherwise an appropriate error cause will be returned. The PDN GW allocates a PDN Address according to the selected PDN Type If the PDN GW has selected a PDN type different from the received PDN Type, the PDN GW indicates together with the PDN type IE a reason cause to the UE why the PDN type has been modified, as described in clause 5.3.1.1. PDN Address may contain an IPv4 address for IPv4 and/or an IPv6 prefix and an Interface Identifier. If the PDN has been configured by the operator so that the PDN addresses for the requested APN shall be allocated by usage of DHCPv4 only, or if the PDN GW allows the UE to use DHCPv4 for address allocation according to the Address Allocation Preference received from the UE, the PDN Address shall be set to 0.0.0.0, indicating that the IPv4 address shall be negotiated by the UE with after completion of the Default Bearer Activation procedure. For external PDN addressing for IPv6, the PDN GW obtains the IPv6 prefix from the external PDN using either RADIUS or Diameter client function. In the PDN Address field of the Create Session Response, the PDN GW includes the Interface Identifier and IPv6 prefix. The PDN GW sends Router Advertisement to the UE after default bearer establishment with the IPv6 prefix information for all cases. If the PDN address is contained in the Create Session Request, the PDN GW shall allocate the IPv4 address and/or IP6 prefix contained in the PDN address to the UE. If Handover Indication indicates "Handover", the PDN Address Information shall contain the same IP address the UE obtained during PDN connectivity establishment over the non-3GPP access. The PDN GW derives the BCM based on the NRSU and operator policy. The PDN GW derives whether the extended TFT filter format is to be used based on the ETFTU, ETFTN received from the PCRF and operator policy. Protocol Configuration Options contains the BCM, ETFTN as well as optional PDN parameters that the P‑GW may transfer to the UE. These optional PDN parameters may be requested by the UE, or may be sent unsolicited by the P‑GW. Protocol Configuration Options are sent transparently through the MME.

If the PDN type is “unstructured”, the PDN-GW uses the APN and IMSI to determine what local actions to perform before answering the Serving GW.

The PDN GW includes a Delay Tolerant Connection indication if the PDN GW supports receiving a rejection cause from the SGW indicating that the UE is temporarily not reachable due to power saving, and holding mobile terminated procedures until the PDN GW receives a message indicating that the UE is available for end to end signalling.


When the Handover Indication is present, the PDN GW does not yet send downlink packets to the S‑GW; the downlink path is to be switched at step 13a.


If the PDN GW is an L-GW, it does not forward downlink packets to the S-GW. The packets will only be forwarded to the HeNB at step 10 via the direct user plane path for Local IP Access.

6.
The Serving GW returns a Create Session Response (PDN Type, PDN Address, Serving GW address for User Plane, Serving GW TEID for User Plane, Serving GW TEID for control plane, EPS Bearer Id, EPS Bearer QoS, PDN GW address and TEID (GTP-based S5/S8) or GRE key (PMIP-based S5/S8) at the PDN GW for uplink traffic, Protocol Configuration Options, Prohibit Payload Compression, APN Restriction, Cause, MS Info Change Reporting Action (Start), CSG Information Reporting Action (Start), Presence Reporting Area Action, APN-AMBR, DTC) message to the MME. The DL TFT for PMIP-based S5/S8 is obtained from interaction between the Serving GW and the PCRF as described in clause 5.6.1 of TS 23.402 [2], when PCC is deployed; otherwise, the DL TFT IE is wildcarded, matching any downlink traffic. If the UE indicates the Request Type as "Handover", this message also serves as an indication to the MME that the S5/S8 bearer setup and update has been successful. At this step the GTP tunnel(s) over S5/S8 are established.

7.
If an APN Restriction is received, then the MME shall store this value for the Bearer Context and the MME shall check this received value with the stored value for the Maximum APN Restriction to ensure there are no conflicts between values. If the consequence of this check results in the PDN connectivity being rejected, the MME shall initiate a Bearer Deactivation and return an appropriate error cause. If the PDN Connectivity Request is accepted, the MME shall determine a (new) value for the Maximum APN Restriction. If there is no previously stored value for Maximum APN Restriction, then the Maximum APN Restriction shall be set to the value of the received APN Restriction.


The P-GW shall ignore Maximum APN restriction if the request includes the Emergency APN.


For emergency service MME shall not deactivate bearer(s), if present, to maintain valid APN restriction combination.


If the MS Info Change Reporting Action (Start) and/or the CSG Information Reporting Action (Start) are received for this bearer context, then the MME shall store this for the bearer context and the MME shall report to that P-GW via the S-GW whenever a UE's Location Information and/or User CSG Information change occurs that meets the P-GW request, as described in clause 15.1.1a of TS 23.060 [7]. If Presence Reporting Area Action is received for this bearer context, the MME shall store this information for the bearer context and shall report to that P-GW via the S-GW whenever a change of UE presence in Presence Reporting Area is detected, as described in clause 5.9.2.2.

The MME may need to modify the UE AMBR, which has been assigned to the eNodeB, based on the subscribed UE-AMBR and the updated set of APN-AMBRs in use. The principles to determine the UE-AMBR are described in clause 4.7.3.


The MME sends PDN Connectivity Accept (APN, PDN Type, PDN Address, EPS Bearer Id, Session Management Request, Protocol Configuration Options) message to the UE. This message is contained in an S1_MME control message Bearer Setup Request (EPS Bearer QoS, UE-AMBR, PDN Connectivity Accept, S1-TEID) to the eNodeB, unless Control Plane CIoT EPS Optimisation is to be used, in which case it is sent in a Downlink NAS transport message. The Bearer Setup Request S1 control message includes the TEID at the Serving GW used for user plane and the address of the Serving GW for user plane. In addition, if the PDN connection is established for Local IP Access, it includes a Correlation ID for enabling the direct user plane path between the HeNB and the L-GW. If the PDN connection is established for SIPTO at the Local Network with L‑GW function collocated with the (H)eNB, the corresponding S1 control message includes a SIPTO Correlation ID for enabling the direct user plane path between the (H)eNB and the L-GW.
NOTE 4:
In this release of the 3GPP specification the Correlation ID and SIPTO Correlation ID is set equal to the user plane PDN GW TEID (GTP-based S5) or GRE key (PMIP-based S5) that the MME has received in step 6.


In the PDN Connectivity Accept message, the MME does not include the IPv6 prefix within the PDN Address. The MME includes the APN-AMBR and the EPS Bearer QoS parameter QCI into the Session Management Request. Furthermore, if the UE has UTRAN or GERAN capabilities and the network supports mobility to UTRAN or GERAN, the MME uses the EPS bearer QoS parameters to derive the corresponding PDP context parameters QoS Negotiated (R99 QoS profile), Radio Priority, Packet Flow Id and TI and includes them in the Session Management Request. If the UE indicated in the UE Network Capability that it does not support BSS packet flow procedures, then the MME shall not include the Packet Flow Id. MME will not send the S1 Bearer Setup Request message until any outstanding S1 Bearer Setup Response message for the same UE has been received or timed out. If the APN-AMBR has changed the MME may update the UE-AMBR if appropriate. The MME may include an indication whether the traffic of this PDN Connection is allowed to be offloaded to WLAN, as described in clause 4.3.23.

If the MME or PDN GW has changed the PDN Type, an appropriate reason cause shall be returned to the UE as described in clause 5.3.1.1.

8.
The eNodeB sends RRC Connection Reconfiguration to the UE including the PDN Connectivity Accept message, or if Control Plane CIoT EPS Optimisation, relays the PDN Connectivity Accept from the S1-AP Downlink NAS Transport to the UE. The UE shall store the QoS Negotiated, Radio Priority, Packet Flow Id and TI, which it received in the Session Management Request IE, for use when accessing via GERAN or UTRAN. For NB-IoT, the UE stores the QCI-priority in order to derive ‘access priority request levels’for inclusion in subsequent RRC establishment request messages for that bearer.  The UE may provide EPS Bearer QoS parameters to the application handling the traffic flow. The application usage of the EPS Bearer QoS is implementation dependent. The UE shall not reject the RRC Connection Reconfiguration on the basis of the EPS Bearer QoS parameters contained in the Session Management Request.


If the UE receives an IPv4 address set to 0.0.0.0, it may negotiate the IPv4 address with DHCPv4 as specified in TS 29.061 [38], If the UE receives an IPv6 interface identifier, it may wait for the Router Advertisement from the network with the IPv6 prefix information or it may send a Router Solicitation if necessary.

NOTE 5:
The IP address allocation details are described in clause 5.3.1 on "IP Address Allocation".

9.
The UE sends the RRC Connection Reconfiguration Complete to the eNodeB.

10.
The eNodeB send an S1-AP Bearer Setup Response to the MME. The S1-AP message includes the TEID of the eNodeB and the address of the eNodeB used for downlink traffic on the S1_U reference point.


If the Correlation ID or SIPTO Correlation ID is included in the Bearer Setup Request, the eNodeB shall use the included information to establish a direct user plane path to the L-GW and forward uplink data for Local IP Access or SIPTO at the Local Network with L-GW function collocated with the (H)eNB accordingly.

11.
The UE NAS layer builds a PDN Connectivity Complete message including EPS Bearer Identity. The UE then sends a Direct Transfer (PDN Connectivity Complete) message to the eNodeB.

12.
The eNodeB sends an Uplink NAS Transport (PDN Connectivity Complete) message to the MME.


After the PDN Connectivity Accept message and once the UE has obtained a PDN Address Information, the UE can then send uplink packets towards the eNodeB which will then be tunnelled to the Serving GW and PDN GW. If the UE requested for a dual address PDN type (IPv4v6) to a given APN and was granted a single address PDN type (IPv4 or IPv6) by the network with a reason cause indicating that only single IP version per PDN connection is allowed, the UE should request for the activation of a parallel PDN connection to the same APN with a single address PDN type (IPv4 or IPv6) other than the one already activated. If the UE receives no reason cause in step 8 in response to a IPv4v6 PDN type and it receives an IPv6 Interface Identifier apart from the IPv4 address or 0.0.0.0 in the PDN Address field, it considers that the request for a dual address PDN was successful. It can wait for the Router Advertisement from the network with the IPv6 prefix information or it may send Router Solicitation if necessary.

13.
Upon reception of the Bearer Setup Response message in step 10 and the PDN Connectivity Complete message in step 12, the MME sends a Modify Bearer Request (EPS Bearer Identity, eNodeB address, eNodeB TEID, Handover Indication, Presence Reporting Area Information) message to the Serving GW. If Request Type indicates "handover", the Handover Indication is also included. If the MME has been requested to report a change of UE presence in Presence Reporting Area, the MME includes in this message the Presence Reporting Area Information comprising the area identifier and an indication on whether the UE is inside or outside the area.
13a.
If the Handover Indication is included in step 13, the Serving GW sends a Modify Bearer Request (Handover Indication) message to the PDN GW to prompt the PDN GW to tunnel packets from non 3GPP IP access to 3GPP access system and immediately start routing packets to the Serving GW for the default and any dedicated EPS bearers established. If Presence Reporting Area Information is included in step 13, the Serving GW sends a Modify Bearer Request (Presence Reporting Area Information) message to the PDN GW.
NOTE 6:
The PDN GW forwards the Presence Reporting Area Information to the PCRF, to the OCS or to both as defined in TS 23.203 [6].

13b.
The PDN GW acknowledges by sending Modify Bearer Response to the Serving GW.

14.
The Serving GW acknowledges by sending Modify Bearer Response (EPS Bearer Identity) to the MME. The Serving GW can then send its buffered downlink packets.

15.
After the MME receives Modify Bearer Response in step 14, if Request type does not indicate handover and an EPS bearer was established and if the subscription data indicates that the user is allowed to perform handover to non-3GPP accesses and if this is the first PDN connection associated with this APN and if the MME selected a PDN GW that is different from the PDN GW identity which was previously indicated by the HSS in the PDN subscription context, the MME shall send a Notify Request including the PDN GW address and the APN to the HSS for mobility with non-3GPP accesses. The message shall include information that identifies the PLMN in which the PDN GW is located.


If the Request Type of the UE requested connectivity procedure indicates "Emergency", the MME shall not send any Notify Request to the HSS.

16.
The HSS stores the PDN GW identity and the associated APN, and sends a Notify Response to the MME.

NOTE 7:
For handover from non-3GPP access, the PDN GW initiates resource allocation deactivation procedure in the trusted/untrusted non-3GPP IP access as specified in TS 23.402 [2].

5.10.3
UE or MME requested PDN disconnection

The UE or MME requested PDN disconnection procedure for an E-UTRAN is depicted in figure 5.10.3-1. The procedure allows the UE to request for disconnection from one PDN. Bearers including the default bearer of this PDN shall be deleted during this procedure. The procedure also allows the MME to initiate the release of a PDN connection.

This procedure is also used as part of the SIPTO function when the MME determines that GW relocation is desirable. In this situation the MME deactivates the PDN connection(s) relevant to SIPTO-allowed APN(s) using the "reactivation requested" cause value, and the UE should then re-establish those PDN connection(s).

NOTE 1:
The deactivation with reactivation requested does not work with pre-Rel‑9 LTE UEs.

It shall be possible to configure the MME to deactivate a PDN connection, for PDN GW relocation due to SIPTO above RAN, only when UE is in ECM-IDLE mode or during a Tracking Area Update procedure without established RAB(s).

Except forNB-IoT, this procedure is not used to terminate the last PDN connection. A LTE UE uses the UE-initiated Detach procedure in clause 5.3.8.2 to disconnect the last PDN connection. The MME uses the MME-initiated Detach procedure in clause 5.3.8.3 to release the last PDN connection to LTE UEs.
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Figure 5.10.3-1: UE or MME requested PDN disconnection

NOTE 2:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 3, 4 and 5 concern GTP based S5/S8.
NOTE 2A: If after step 6, the MME determines that PDN being disconnected has no active bearers in the E-UTRAN, (e.g. because data is transported using Control Plane CIoT EPS Optimisation) steps 7, 8. 10a and 10b are just NAS signalling and steps 9a and 9b are skipped.
1.
The procedure is triggered by either step 1a or step 1b.

1a.
The UE initiates the UE requested PDN disconnection procedure by the transmission of a PDN Disconnection Request (LBI) message. The LBI indicates the default bearer associated with the PDN connection being disconnected. If the UE was in ECM-IDLE mode, this NAS message is preceded by the Service Request procedure.

1b.
The MME decides to release the PDN connection. This may be e.g. due to change of subscription, lack of resources, due to SIPTO in case the PDN connection serves a SIPTO-allowed APN or on receiving a PGW Restart Notification from the Serving GW as specified in TS 23.007 [72]. If the UE is in ECM-IDLE state and the reason for releasing PDN connection is "reactivation requested" e.g. due to SIPTO, the MME initiates paging via Network Triggered Service Request procedure in clause 5.3.4.3 from step 3a onwards in order to inform UE of the request.

2.
The EPS Bearers in the Serving GW for the particular PDN connection are deactivated by the MME by sending Delete Session Request (Cause, LBI, User Location Information (ECGI)) to the Serving GW. This message indicates that all bearers belonging to that PDN connection shall be released. If the UE Time Zone has changed, the MME includes the UE Time Zone IE in this message.

3.
The Serving GW sends Delete Session Request (Cause, LBI, User Location Information (ECGI)) to the PDN GW. The S‑GW also includes User Location Information IE and/or UE Time Zone IE if it is present in step 2.

4.
The PDN GW acknowledges with Delete Session Response.

5.
The PDN GW employs the PCEF-initiated IP‑CAN Session Termination procedure as defined in TS 23.203 [6] to indicate to the PCRF that the IP-CAN session is released if PCRF is applied in the network. If requested the PDN GW indicates User Location Information and/or UE Time Zone Information to the PCRF as defined in TS 23.203 [6].

6.
The Serving GW acknowledges with Delete Session Response.

7.
If the UE is in ECM IDLE state and the PDN disconnection is decided by the MME, the MME shall delete the corresponding contexts of the PDN connection locally, steps 7 to 10b are skipped except if the MME has decided to restore certain PDN connections as specified in TS 23.007 [72] or for other reasons e.g. SIPTO. The MME initiates the deactivation of all Bearers associated with the PDN connection to the eNodeB by sending the Deactivate Bearer Request message to the eNodeB. The MME shall re-calculate the UE-AMBR (see clause 4.7.3). This S1-AP message carries the list of EPS bearers to be released, the new UE-AMBR, and a NAS Deactivate EPS Bearer Context Request (LBI) message. The MME builds a NAS message Deactivate EPS Bearer Context Request including the EPS Bearer Identity, and includes it in the S1-AP Deactivate Bearer Request message.


If the network wants to trigger GW relocation (e.g. for SIPTO), the NAS message Deactivate EPS Bearer Context Request includes the request for reactivation of the same PDN connection via the same APN by the UE.


If the MME released the PDN connection due to failed bearer set up during handover, the UE and the MME deactivate the failed contexts locally without peer-to peer ESM signalling.

NOTE 3:
If the UE is in ECM‑IDLE state and the PDN disconnection is decided by the MME, the EPS bearer state is synchronized between the UE and the network at the next ECM‑IDLE to ECM‑CONNECTED transition (e.g. Service Request or TAU procedure).

8.
The eNodeB sends the RRC Connection Reconfiguration message including the corresponding bearers to be released and the NAS Deactivate EPS Bearer Context Request (LBI) message to the UE.

9a.
The UE releases all resources corresponding to the PDN connection and acknowledges this by sending the RRC Connection Reconfiguration Complete message to the eNodeB.

9b.
The eNodeB sends an acknowledgement of the deactivation to the MME.

10a.
The UE NAS layer builds a Deactivate EPS Bearer Context Accept message. The UE then sends a Direct Transfer (Deactivate EPS Bearer Context Accept) message to the eNodeB.


If the Deactivate EPS Bearer Context Request message from the MME indicated reactivation requested, the UE starts the UE initiated PDN connection request procedure as specified in clause 5.10.2 by using the same APN of the released PDN connection.

10b.
The eNodeB sends an Uplink NAS Transport (Deactivate EPS Bearer Context Accept) message to the MME.

The MME determines the Maximum APN Restriction for the remaining PDN connections and stores this new value for the Maximum APN Restriction.

*********** next changes *********

Annex F (normative):
Dedicated bearer activation in combination with the default bearer activation at Attach and UE requested PDN connectivity procedures

It shall be possible for the PDN GW to initiate the activation of dedicated bearers (as specified in clause 5.4.1) as part of the LTE attach procedure (as specified in clause 5.3.2.1) or as part of the UE requested PDN connectivity procedure (as specified in clause 5.10.2) over E‑UTRAN. However, the result of the dedicated bearer activation procedure shall be logically separate from the Attach procedure, meaning that the result of the Attach procedure is not dependent on whether the Dedicated bearer activation procedure succeeds or not. On the other hand, the dedicated bearer activation may only be regarded as successful if the Attach procedure completes successfully.

The messages of the Dedicated bearer activation can be sent together with the messages of the Attach procedure or of the UE requested PDN connectivity procedure (i.e. Attach accept or PDN Connectivity Accept), as shown in the Figure and explanation below.

On the S1 and Uu interfaces the messages for the default bearer activation at Attach and UE requested PDN connectivity procedures and for the Dedicated Bearer Activation procedure are combined into a single message. If the MME has sent an Attach Accept message towards the eNodeB, and then the MME receives a Create Bearer Request before the MME receives the Attach Complete message, the MME shall wait for the Attach procedure to complete before the MME continues with Dedicated Bearer Activation procedure.

It shall be possible that multiple dedicated bearers can simultaneously be activated in the signalling flow shown below.
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Figure F.1: Dedicated bearer activation in combination with the default bearer activation at attach or UE requested PDN connectivity

NOTE 1:
Parameters related to dedicated bearer activation are written in italics.

Figure F.1 describes the activation of dedicated bearer(s) in combination with the default bearer activation either as part of the Attach procedure (with specific steps 1a, 7a, 10a) or as part of the UE requested PDN connectivity procedure (with specific steps 1b, 7b, 10b). The following steps below require special attention:

5.
(On the P‑GW-S‑GW interface) Create Session Response message of the Attach procedure or UE‑requested PDN connectivity procedure is combined with Create Bearer Request message of the Dedicated Bearer Activation Procedure

6.
(On the S‑GW-MME interface) Create Session Response message of the Attach procedure or UE‑requested PDN connectivity procedure is combined with the Create Bearer Request message of the Dedicated Bearer Activation Procedure

7a.
For Attach procedure: If the MME receives a Create Session Response message combined with a Create Bearer Request message, the MME shall send the S1-AP Initial Context Setup Request message to the eNodeB, including the NAS parts for both the Attach Accept message of the Attach procedure and the Bearer Setup Request of the Dedicated Bearer Activation Procedure.

NOTE 2:
The MME shall not send a Bearer Setup Request message of a new Dedicated Bearer Activation procedure to the eNodeB before sending the Attach Accept message of the Attach procedure to the eNodeB. If the MME has already sent the Attach Accept message of the Attach procedure to the eNodeB, the MME shall wait for the Attach Complete message to arrive before sending a separate Bearer Setup Request of a Dedicated Bearer Activation procedure.

7b.
For UE requested PDN connectivity procedure: If the MME receives a Create Session Response message combined with a Create Bearer Request message, the MME shall send the S1-AP Bearer Setup Request message to the eNodeB, including the NAS parts for both the PDN Connectivity Accept message and the Bearer Setup Request of the Dedicated Bearer Activation Procedure.

8-9.
The radio bearer establishment of the default and dedicated bearer(s) is performed in the same RRC message.

10a.
For Attach procedure: The eNodeB sends the S1-AP Initial Context Setup Response message to the MME.


The MME shall be prepared to receive this message either before or after, some or all, of the Uplink NAS Uplink Transport messages sent in step 12.

10b.
For UE requested PDN connectivity procedure: The eNodeB sends the S1-AP Bearer Setup Response message to the MME.


The MME shall be prepared to receive this message either before or after, some or all, of the Uplink NAS Uplink Transport messages sent in step 12.

11.
For the Attach procedure: The UE sends the eNodeB a Direct Transfer message containing the Attach Complete (Session Management Response for the Default Bearer) message as response of the attach procedure, and Direct Transfer messages containing the Session Management Responses of the dedicated bearer setup procedure.


For the UE requested PDN connectivity procedure: The UE NAS layer builds a PDN Connectivity Complete (Session Management Response) for the Default Bearer Activation and Dedicated Bearer Activation Procedures. The UE then sends Direct Transfer (PDN Connectivity Complete) message to the eNodeB.


The NAS messages to establish the EPS bearers shall be handled individually by the UE and be sent in separate RRC Direct Transfer messages.

12.
The eNodeB sends an Uplink NAS Transport message to the MME, which contains the NAS messages from the RRC message in step 11. There may be multiple Uplink NAS Transport messages when the UE sends multiple RRC messages containing NAS messages in step 11.

13.
Upon reception of the response messages in both step 10 and step 12, the Modify Bearer Request message of the Attach procedure or UE requested PDN connectivity procedure is combined with the Create Bearer Response message of the Dedicated Bearer Activation Procedure. After that, the Serving GW continues with sending a Create Bearer Response message to the PDN GW.

**** end of changes *************
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