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Abstract of the contribution: An update to Solution 2 in draft TR 23.741 in order to handle distributed MCE architecture deployments.
Discussion
At SA2#109 it was pointed out that Solution 2 in draft TR 23.741 v0.2.0 was not able to handle a distributed MCE architecture deployment. During discussions in that meeting a method of circumventing that problem was suggested for Solution 3 in the TR.
Solution 2 proposes that at M3 interface setup and re-configuration the MME is passed a list of ECGIs of the cells whose MBMS configuration is controlled by the MCE. This information allows the MME to pass Session Start messages, containing service area specified by an ECGI list, to the appropriate MCEs. The MCE, upon receiving a list of ECGIs, determines whether to use MBSFN (or e.g. SC-PTM) and if using MBSFN then the set of MBSFNs necessary to cover the list of ECGIs. This procedure permits optimal M3 routing, i.e. the MME becomes capable of sending the Session Start Request message to only the MCEs serving cells in the ECGI list.

In case an MBSFN area is managed by multiple MCEs (distributed MCE architecture), it is possible that the above procedure will not result in all cells in the MBSFN area broadcasting the MBMS bearer. This can lead to extra interference because different MBMS bearers may be broadcast by the cells in the same MBSFN area at the same time, thereby defeating the effectiveness of the MBSFN area.
In order to address the distributed MCE architecture scenario, one of the following approaches may be applied:

1.
Optimal M3 routing of Session control messages is not performed if the distributed MCE architecture applies. Routing is performed as per Rel-12 procedures or session control messages are routed to all connected MCEs.
2.
Dynamic coordination between MCEs is performed, the OAM may ensure all cells in the MBSFN area receive the same MCCH related information and session attributes.
3.
The ECGI list sent during the M3 Setup procedure shall identify all cells served by the MCE from which the M3 interface originated, as well as all cells served by all MCEs that share a configured MBSFN area with the originating MCE.
4.
The MCE may send, in addition to the ECGI list, a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by itself during the M3 Setup procedure.
This text proposal updates Solution 2 in draft TR 23.741 in order to handle distributed MCE architecture deployments using approach (4) as listed above.
Note: The documented method of handling the distributed architecture involves the passing of a list of MCE identities over the M3 interface rather than an extended list of ECGIs as suggested in the discussions at SA2#109. 

Additionally the text proposal includes:
· Clarifications to the original description

· Changes to clause numbering to eliminate hanging paragraphs

· Initial thoughts on solution evaluation

· Corrections to the description of the Activate MBMS bearer request parameters as a result of recent CR amending the MB2-C interface.

Text proposal
*** FIRST CHANGE ***
6.2
Solution 2: ECGI list is passed between GCS AS and MBMS nodes: BM-SC, MBMS GW and MME pass an ECGI list downstream
6.2.1
Description
This solution provides answers for Key Issue 1.
This solution is based on the concept that the GCS AS knows in which cells it needs to broadcast an MBMS bearer. The GCS AS passes a list of ECGIs to the BM-SC instead of an MBMS service area. The BM-SC, MBMS-GW and MME pass an ECGI list downstream in the Session Start message (instead of an MBMS service area).

At M3 interface setup and re-configuration the MME is passed (in addition to the list of supported MBMS SAIs) the following additional information:

a)
a list of the ECGIs of the cells whose MBMS configuration is controlled by the MCE; and

b)
a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by the MCE sending the M3 setup / re-configuration request.
This additional information ((a) and (b) above) can be derived by the MCE from information configured by O&M. Consistent O&AM configuration should ensure that all MCEs whose identities appear in additional information (b) sent to an MME will themselves send M3 setup information to the same MME. 
When the MME receives a Session Start message containing the broadcast area described by an ECGI list, the MME can use the ECGI information (additional information (a) above) previously received in M3 setup/re-config messages to identify the MCEs (primary MCEs) controlling the MBMS configuration of those cells whose ECGIs were included in the broadcast area description.
If the distributed MCE architecture applies, the MME can use the MCE Identity information (additional information (b) above) to identify all other MCEs (secondary MCEs) that share control of one or more MBSFN areas with the MCEs in the primary MCE list. If the centralised MCE architecture applies, the MCE identity information (additional information (b) above) will be null and as a result the secondary MCE list will always be empty.

The MME sends the Session Start message to all MCEs in the combination of the primary and secondary MCE lists.
In option B ECGI=>SAI mapping information is also passed over M3 from the MCE to MME.

The MCE, upon receiving a list of ECGIs, determines whether to use MBSFN (or e.g. SC-PTM) and if using MBSFN then the set of MBSFNs necessary to cover the list of ECGIs.
6.2.2
Procedures

6.2.2.1
MBMS bearer initiation using a list of ECGIs

The following flow describes the procedure for requesting an MBMS bearer using a list of ECGIs. The Session Start request messages passed from BM-SC to MBMS-GW, to MME and thence to the MCEs may contain a list of ECGIs (required to achieve the functionality of this solution) and for backwards compatibility an SAI list.
The flow includes two options for the method of creating downstream routing information in the BM-SC:

-
Option A depends upon OSS provisioning of the information; including ECGI to SAI mapping table(s);

-
Option B shows a procedure whereby the mapping of ECGIs to SAIs is passed upstream from the MCE(s) through the MME(s) and the MBMS-GW(s) to create an SAI Context in the BM-SC. The BM-SC then uses this SAI Context information to create an SAI list, from the ECGI list received from the GCS AS, in order to perform downstream routing of Session Start messages.
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Figure 6.2.2.1-1: MBMS bearer initiation using a list of ECGIs

Option A steps:

1(A).
When the MCE sends configuration information to the MME it includes, in addition to an SAI list, a list of cell identities (ECGIs) identifying the cells whose MBMS resources it controls. If the distributed MCE architecture applies, the MCE also includes a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by the MCE sending the M3 setup / re-configuration request. 


Option B steps:

1(B).
In addition to the MCE passing to the MME a list of SAIs, for each SAI in the list the MCE passes to the MME a list of cell identities (ECGIs) referred to by that SAI. If the distributed MCE architecture applies, the MCE also includes a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by the MCE sending the M3 setup / re-configuration request.
2(B).
A new message (SA Registration) is sent by the MME over the Sm interface, to all configured MBMS-GW entities, passing the ECGI to SAI mapping information received from the MCE.

3(B).
The MBMS-GW notes the MME from which it received the SA Registration message and forwards the ECGI to SAI mapping information to all configured BM-SC entities together with the MME identity as a "downstream control plane node" in a new message (SA Registration) over the SGmb interface. The BM-SC stores the information in the received SA Registration in an SAI context. The BM-SC also adds the MBMS-GW identity of the sending node to the SAI context in a "list of downstream nodes".
Common steps:
4.
When the GCS AS wishes to activate an MBMS bearer over MB2, the GCS AS sends an Activate MBMS Bearer Request message to the BM-SC, including the TMGI which represents the MBMS bearer to be started, QoS, MBMS broadcast area, and start time. The TMGI is optional. The QoS shall be mapped into appropriate QoS parameters of the MBMS bearer. The MBMS broadcast area parameter shall carry either a list of MBMS service area identities or a list of cell identities. In this example the MBMS broadcast area is represented by an ECGI list.
5.
Using the SAI contexts stored in the BM-SC from step 3, or from ECGI->SAI mapping table(s) provisioned in the BM-SC by OAM procedures, the BM-SC can map each ECGI in the list received from the GCS AS to an SAI to generate an SAI list:

-
The BM-SC knows to which MBMS-GW(s), known as the "list of downstream nodes", to route Session Start messages based upon the SAIs in the generated SAI list.

-
The BM-SC knows to which MME(s) the MBMS-GW(s) need to route Session Start messages, known as the "list of control plane nodes", based upon the SAIs in the generated SAI list. The BM-SC provides the "list of control plane nodes" to the MBMS-GW in the Session Start message.


6.
The BM-SC validates the request and sends an Activate MBMS Bearer response to the GCS AS containing existing release 12 parameters, the service description includes the SAI list generated in step 5.

7.
The BM-SC sends a Session Start message to the MBMS-GW(s) containing existing release 12 parameters and the list of ECGIs describing the required broadcast area.

NOTE 1: For option A the routing of downstream Session Start messages is based upon information provisioned by the OSS using procedures not specified by 3GPP.  This approach is similar to the approach of Rel-12 except that the provisioned information identifies either a fixed list of downstream nodes to be used or the downstream nodes are selected by the BM-SC dependent upon the OAM provisioned ECGI->SAI mapping table(s)s (step 5).
NOTE 2: For option B the routing of downstream Session Start messages is based upon information generated in step 5 from information passed up from the RAN in SA Registration messages (step 1(B) - step 3(B)).

8.
The MBMS-GW validates the request and sends a Session Start response to the BM-SC.

9.
The MBMS-GW sends a Session Start message to the involved MME(s), based upon the downstream routing information described in step 7 above, containing existing release 12 parameters and the list of ECGIs.

10.
For each cell identity in the list received from the MBMS-GW the MME refers to the information received from the MCEs (step 1) to determine which MCE(s) need to be sent a Session Start request. The MME sends a Session Start message, to both the primary MCE(s) and the secondary MCEs (see clause 6.2.1) containing existing release 12 parameters and the list of ECGIs.

NOTE 3:
The Session Start request (from MME to MCE) contains either an SAI list (as per the existing procedure in TS 36.444 [5]) or an ECGI list (if that was received from the MBMS-GW as per the current procedure).

11.
The MCE sends a Session Start response message to the MME containing existing release 12 parameters

12.
The MME sends a Session Start response message to the MBMS-GW containing existing release 12 parameters.

13.
The MCE(s) configure(s) the necessary RAN resources according to the MBSFN areas selected to broadcast the MBMS bearer.

14.
The GCS AS sends user plane data to the MBMS GW.

15.
The MBMS-GW distributes the data to the required downstream user plane RAN nodes.

6.2.2.2
MBMS bearer modification

The procedure to modify an MBMS bearer will use the existing MBMS Bearer Modification procedure of TS 23.468 [3] and the existing Session Update procedure TS 23.246 [2] with the addition of the ECGI list as an alternative to the SAI list. Using this procedure, cells can be added to/deleted from an MBMS bearer.

6.2.3
Impacts on existing nodes and functionality

GCS AS:

-
If the GCS AS uses the MBMS services of multiple BM-SCs, the GCS AS must maintain a mapping from ECGI to BM-SC in order to send its requests to the correct MBMS system.

BM-SC:

-
If the GCS AS sends a list of ECGIs in the MBMS bearer request, the BM-SC must send the list of ECGIs to the MBMS-GW and be able to receive a list of ECGIs from the MBMS-GW.

-
For option B the BM-SC must be able to accept downstream Session Start message routing information identified by ECGI or SAI.
MBMS-GW:

-
If the BM-SC sends a list of ECGIs in the Session Start request, the MBMS-GW must also send the list of ECGIs to the MME.
-
For option B the MBMS-GW must be able to receive ECGI=>SAI mapping information from the MME and send this to the BM-SC in a new message.
MME:

-
The MME must be able to receive a list of ECGIs from the MCE in configuration information.
-
If the E-UTRAN MBMS architecture is based upon the distributed MCE architecture the MME must also be able to receive a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by the MCE sending an M3 setup / re-configuration request.
-
For option B the MME must be able to receive ECGI=>SAI mapping information and send this to the MBMS-GW in a new message.

-
If the MBMS-GW sends a list of ECGIs in the Session Start request, the MME must be able to map each ECGI to an MCE based upon the lists received from each MCEs in the M3 configuration messages.

-
If the MME receives an ECGI list from the MBMS-GW the MME must send the list of ECGIs to the MCE.

MCE:

-
The MCE must be able to send a list of ECGIs to the MME, in configuration information, identifying the cells whose MBMS resources it controls.
-
If the E-UTRAN MBMS architecture is based upon the distributed MCE architecture the MCE must also be able to send a list of the identities of all other MCEs which also support one or more of the MBSFN areas supported by the MCE sending the M3 setup / re-configuration request
-
For option B the MCE must be able to send ECGI=>SAI mapping information to the MME.
6.2.4
Solution Evaluation


Solution 2 describes an approach that is significantly less dependent upon non-standardised O&M procedures.  The benefits are likely to include greater independence of the MBMS entities improving the possibility to mix/multi-source network components. 

Solution 2A begins with the benefits of Solution 1 and provides the additional benefits of automatically configuring knowledge in the MME of (1) the ECGIs of cells under the MBMS control of each MCE; also (2) for each MCE the identities of associated MCEs (that is, in a distributed MCE deployment the other MCEs that need to also receive the Session control messages sent to this MCE), and then use of that knowledge to reduce the signalling from MME to MCEs. These additional benefits require updates to setup and re-configuration messages sent across the M3 interface and for these to be implemented by all affected MCE and MME entities

Solution 2A provides backward compatibility to Release-12 systems and to Solution 1, since in a distributed MCE deployment the MME cannot reduce existing M3 signalling until it knows that all attached MCEs are upgraded, i.e., that all attached MCEs have reported whether they have any associated MCEs. However, once the upgraded MME knows that all attached MCEs have been upgraded, the upgraded MME can immediately begin to operate using Solution 2A.

Solution 2B begins with the benefits of Solution 2A and provides the additional benefits of automatically configuring cell to SAI mapping information in the BM-SC. Solution 2B requires, beyond the requirements of Solution 2A, the ability for the MMEs to pass ECGI to SAI correlation information up to the BM-SC via the MBMS-GW.

In Solution 2B, the concept of automatic provisioning of the ECGI ( SAI mapping table standardises such provisioning in order to better facilitate multi-vendor deployment. However, all subtending MCEs, MMEs, MBMS-GWs, and the BM-SC must be updated before the BM-SC can build the correct mapping table. The BM-SC will need to continue to be provisioned by OAM procedures with the ECGI ( SAI mapping table until all subtending MBMS nodes are upgraded and the BM-SC can be configured to use the dynamic mapping table provided by Solution 2B.

For Solution 2B, if the ECGI ( SAI mapping table in the BM-SC is lost or a new BM-SC is taken into use in the network, restoration procedure(s) (e.g., as in TS 23.007) will be needed to restore the ECGI ( SAI mapping data in the BM-SC. If Solution 2B is not implemented such restoration procedures will need to be carried out by OAM to restore a lost mapping table or for provisioning a mapping table to the new BM-SC.
Implementation of Solution 2A does not preclude addition of the further aspects of Solution 2B in a later release.

Solutions 2A and 2B do affect a number of MBMS system entities, therefore the benefits of each Solution need to be assessed with this in mind.

*** END OF CHANGES ***
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