SA WG2 Temporary Document

Page 4

SA WG2 Meeting #110
S2-152342
06-10 July 2015, Dubrovnik, Croatia
(revision of S2-15xxxx)
Source:
Alcatel-Lucent, Alcatel-Lucent Shanghai Bell
Title:
Discussion on overload of MME resource quotas in RAN sharing scenarios
Document for:
Discussion

Agenda Item:
4.1
Work Item / Release:
Rel-13 / RSE-RAN_LTE-Core
Abstract of the contribution: On request of RAN3 LS S2-152167, this paper discusses the unique assignment of MMEC and the feasibility of dedicated MMEC per sharing PLMN in GWCN deployments. 
Discussion
RAN3 has discussed enhanced support for RAN sharing scenarios and sent an LS to SA2 (R3-151317) on “overload of MME resource quotas in RAN sharing scenarios”, which 

· states that they have agreed the basic requirement that the MMEC is uniquely assigned to each MME connected to the same eNB, and they ask us to make sure it is well documented in stage 2 specifications;
· ask SA2's feedback relative to the feasibility of GWCN deployments using a dedicated MMEC per sharing PLMN.

1. Uniqueness of MMEC
TS 36.331 clause 6.2.2 (in SIB1) specifies that a Tracking Area Code is unique for all PLMNs sharing the cell.

TS 23.401 clause 3.1 specifies: “MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.” 
From the first sentence, it means that a MME Pool Area does not depend on the PLMN-id as in GWCN the same MME serves all the sharing PLMNs (and the UE can change PLMN without changing MME). The third sentence “MME Pool Areas are a collection of complete Tracking Areas” is not contradictory to the first sentence. 
Anyway, whatever we understand a MME Pool Area i.e. per PLMN or for all sharing PLMNs, the set of MME Pool Areas use the same MMEGI among all shared PLMNs. 
TS 23.003 clause 2.8.1 specifies: “The operator shall need to ensure that the MMEC is unique within the MME pool area and, if overlapping pool areas are in use, unique within the area of overlapping MME pools.” This can thus be read “the MMEC is unique within the set of TAs defining the MME pool area (or overlapping areas)”. 

And this means that for a given TAC, an MMEC identifies the MME unambiguously. The MMEGI is not necessary for retrieving the MME when the UE is under a given TAC. 
However, even if a cell belongs to a single TAC (potentially several sharing PLMNs), it is possible that an eNB is using several TACs, which may belong to non-overlapping MME pool areas (or more exactly a set of MMEGIs). The MMEC can then be reused in those non overlapping pool areas, providing that the eNB is configured with the mapping between a TA and the set of overlapping MME pool areas. See the following figure with overlapping MME Pool Areas 1 and 2, and non-overlapping MME Pool Area 3. 
In other words, when there are non-overlapping MME pool areas, the MMEC and the TAC are sufficient to identify each MME connected to the eNB.This is not a problem because the eNB knows the cell (and hence the TAC) in which the UE is trying to connect and hence can determine the MME unambiguously from the TAC and the MMEC. In the figure below, this corresponds to: 

	TAC
	MMEC
	MME

	1
	1
	MME identified by MMEC1 in overlapping pool areas identified by MMEGI 1 and 2

	1
	2
	MME identified by MMEC1 in overlapping pool areas identified by MMEGI 1 and 2

	2
	3
	MME identified by MMEC1 in overlapping MME pool areas identified by MMEGI 1 and 2

	3
	1
	MME identified by MMEC1 in MME pool area(s) identified by MMEGI 3
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This does not preclude (even in case several non-overlapping MME pool areas are connected to the same eNB) configuring the MMEC to uniquely identify each MME connected to the same eNB, but it would add useless dimensioning restrictions (same MMEC cannot be used even in case of non-overlapping MME pool areas).
In case the MMEs connected to an eNB belong to the same MME pool area or overlapping MME pool areas, the MMEC uniquely identifies each MME connected to the same eNB.

Proposal 1: It is proposed to answer RAN3 that in case the MMEs connected to an eNB belong to the same MME pool area or overlapping MME pool areas, the MMEC uniquely identifies each MME connected to the same eNB. However, in case several non-overlapping MME pool areas are connected to the same eNB, the MMEC and the TAC are required to uniquely identify each MME connected to the same eNB in all the situations. This is not a problem because the eNB knows the cell (hence the TAC) in which the UE is trying to access, providing that the eNB is configured with the mapping between a TAC and the set of MMEGIs constituting the (overlapping) MME pool areas. It is well documented in stage 2 specifications. This does not preclude (even in case several non-overlapping MME pool areas are connected to the same eNB) configuring the MMEC to uniquely identify each MME connected to the same eNB, but it would add useless dimensioning restrictions.
2. Feasibility of GWCN deployments using a dedicated MMEC per sharing PLMN
The need for a dedicated MMEC per sharing PLMN was proposed by some companies in RAN3 to allow the eNB to make immediate rejections of UEs RRC Connection Requests depending on the PLMN the UE is targeting, using the MMEC as PLMN information. 
At RRC Connection Request only the S-TMSI (MMEC and M-TMSI) is signalled by the UE, hence the PLMN-id is normally not known at this stage. If the same MMEC is assigned to an MME for all sharing operators, it would not be possible to make immediate rejections depending on the Core Network Operator PLMN: it would only be possible to trigger release/redirect after the RRC connection is established. With one MMEC per sharing PLMN, the immediate rejection of RRC connection request could be performed according to the PLMN. RRC Connection Reject contains de-prioritisation and wait time parameters so that the access to the PLMN will be nicely delayed in time.
This is feasible but this is not the only deployment option because according to TS 23.003 clause 19.4.2.4, it is possible to identify an MME with either the same MMEC for all sharing PLMNs or a specific MMEC per sharing PLMN, because the MME FQDN identification includes the PLMN-id: 

“A Mobility Management Entity (MME) within an operator's network is identified using a MME Group ID (MMEGI), and an MME Code (MMEC).

The MME node FQDN shall be constructed as: mmec<MMEC>.mmegi<MMEGI>.mme.epc.mnc<MNC>.mcc<MCC>.3gppnetwork.org”
The choice of using the same MMEC or different MMECs should be an operator choice (e.g. based on deployment constraints). 
But the main questions related to the feasibility should take into account all the aspects.
- One of these aspects is related to the MME resource quotas, which are mentioned in the title of the LS “overload of MME resource quotas in RAN sharing scenarios” as well as in the text of the LS as follows: 
“Furthermore, for handling of UE rejections during MME overloads in GWCN scenarios, some companies think that there is benefit in using a dedicated MMEC per sharing PLMN for each shared MME of the pool, and would like to have SA2's feedback relative to the feasibility of such configuration.”. 
- The other aspect is related to the operational constraints when a MME is identified by one MMEC per PLMN.
2.1
Overload of MME resource quotas in RAN sharing scenarios 

We understand that RAN resources are allocated to each sharing PLMN. It is part of the RAN3 Work Item. In that case, it might be beneficial to only reject UEs that try to access a specific PLMN when RAN resources for that PLMN are exceeded. 

But the title of the LS refers to ”quotas of MME resources” per sharing PLMN. This has clearly impacts to Core Network as 
· Nothing is specified in TS 23.251 for the allocation of resources in the EPC on per sharing PLMN. 
· At least, as an example, TS 23.251 should contain adaptations for the normative text of TS 23.401 which specifies OVERLOAD procedure. It is not the case:
Using the OVERLOAD START message, the MME can request the eNodeB to:

-
reject RRC connection requests that are for non-emergency and non-high priority mobile originated services; or

( Comment: Should that depend on the sharing PLMN or is it independent on the sharing PLMN?
-
reject new RRC connection requests for EPS Mobility Management signalling (e.g. for TA Updates) for that MME; or

-
only permit RRC connection requests for emergency sessions and mobile terminated services for that MME. This blocks emergency session requests from UEs with USIMs provisioned with Access Classes 11 and 15 when they are in their HPLMN/EHPLMN and from UEs with USIMs provisioned with Access Classes 12, 13 and 14 when they are in their home country (defined as the MCC part of the IMSI, see TS 22.011 [67]); or.

( Comment: clearly refers to the MME and not to the MMEC or to the sharing PLMN
-
only permit RRC connection requests for high priority sessions and mobile terminated services for that MME.

( Comment: again clearly refers to the MME and not to the MMEC or to the sharing PLMN
Furthermore, TS 22.101 clause 28 is very clear about RAN sharing enhancements and there is no requirement on allocation schemes in the Core Network:
“RAN Sharing Enhancements allow multiple Participating Operators to share the resources of a single RAN according to agreed allocation schemes. The Shared RAN is provided by a Hosting RAN Operator which can be one of the Participating Operators.”
Proposal 2: It is proposed to remind RAN3 that there are neither features nor requirements related to quotas of resources in the Core Network, and therefore no requirement for differentiating PLMNs in the OVERLOAD START/STOP procedures.
2.2
Operational constraints when a MME is identified by one MMEC per PLMN 
Dimensioning issues

The number of Core Network operators can be up to six. It means that up to six MMECs might be necessary per MME in the case of one MMEC per PLMN. Only 256 MMECs can be allocated “within the MME pool area and, if overlapping pool areas are in use, unique within the area of overlapping MME pools”. 
Which means: not more than 42 MMEs in a MME pool but also over all the overlapping MME pool areas (i.e. when a cell is connected to several pools of MMEs).
If now we consider the use of Dedicated Core Networks (which is expected to be a commonly used configuration), the restrictions become a lot more restricting for the dimensioning. For example 3 DCNs would result in a maximum of 14 MMEs in a MME pool area and over all overlapping pool areas. 
Configuration issues

Moreover, configuring one MMEC per sharing PLMN makes the network configuration quite complicated: 
· In addition to the local MME additional configuration and GUTI allocation procedure, the DNS servers should also be populated with many more entries.

· Each time a new sharing PLMN is added, configuration must be changed in the DNS, in the RAN and in the MME itself. This may also have impacts on all the entities that use both PLMN-id and MME identifiers (charging, MBMS, etc).

As a summary, the co-signing companies believe that using one MMEC per sharing PLMN leads to strong dimensioning limitations that might have important consequences for the operator compared to the small benefit of rejecting users at RRC Connection Request when the RAN resources allocated to a sharing PLMN have exceeded. 

Proposal 3: It is proposed to answer to RAN3 that GWCN deployments using a dedicated MMEC per sharing PLMN is feasible with dimensioning and operational constraints that seem high compared to the advantage of rejecting the UEs on a per PLMN basis: a limited number of sharing PLMNs and Dedicated Networks. Consequently, one MMEC per sharing PLMN should only remain an operator deployment option and configurations where a unique MMEC is used for multiple sharing PLMNs shall remain possible.   
Proposal

It is proposed to agree with the three above proposals. 
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