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Abstract of the contribution: This contribution evaluates solution 4 in TR 23.720 on non-IP traffic transported over T5 and proposes conclusions.   
1. Introduction
In TR 23.720v0.1.0, solution 4 documented a method of supporting non-IP traffic transport over T5 interface in clause 6.4. However, there are several issues related to the use of T5. 
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Figure 1: CIOT architecture for small data using T5 (as in clause 6.4 of TR 23.720) 
First of all, the use of SDT protocol to encapsulate the non-IP data creates additional overhead, as another layer of addressing is required. There is no explanation of how the SENDER and RECEIVER addresses are obtained and configured. In the operation, there are several places requiring these addresses to be resolved with the help of HSS, e.g. step 5 of MO case, and step 2 of MT case. These places unnecessary burden for the core network as well. 

Based on the given traffic model for CIOT documented in clause 4.3, it is unclear what is the necessity for the SDT protocol as the UE is not expected to have some complicated traffic and varying destination peers. Requiring 3GPP network to handle some potential non-IP application layer addressing for CIOT traffic is undesirable. 
Using this approach also requires further standardization of a "new" interface T5. Although it was mentioned in TS 23.682, but it was not defined in detail in stage 2 or stage 3. In that sense, additional standards work is associated with the use of T5. 

In addition, the support of T5, and consequently Tsp, would require Diameter based protocol between the C-SGN and the additional MTC-IWF function. This requires an interface between the C-SGN and MTC IWF, which is not cost effective. The use of Diameter as the real-time transport of the non-IP data is also overly heavy for CIOT use, as the Tsp base message size could be in the level of KBs and the CIOT data is small. It should be noted that the lightweight CN already terminates the SGi reference point that supports the IP data and non-IP data as proposed in a few solutions. Using Diameter specifically for non-IP traffic would split the unified model, and leads to complicated lightweight CN implementation.      

Use of the Diameter as transport also results in the unnecessary signalling in the procedure, e.g. step 8 to 10 for MO case, and step 7 to 10 in MT case. This means additional traffic and processing for the UE, and is not suitable for CIOT use. For example, in the MO case, the response to the UE is pending on the Diameter response from the AS via the MTC-IWF. If there is any delay in this response, the UE will need to be kept in the CONNECTED mode longer, which wastes battery and resources.   
Observation 1: Use of T5 to support non-IP transport is not desirable, due to the additional standards work, unnecessary requirements placed on the core network, and the use of heavy weight Diameter for real-time transport. 

As noted earlier, the support of non-IP over SGi at C-SGN is already included in Solution 1 (documented in clause 6.1). Support of non-IP is supported in solution 1. This allows a unified handling of the IP and non-IP traffic at the same node. There is no additional function required. Comparing to solution 1 (based on SGi), solution 4 (based on T5) is heavy and complicated in architecture.     
Besides the T5/Tsp part, solution 4 also makes use of NAS for the delivery of non-IP data traffic. For this part, similar solution has already been proposed in solution 2 (clause 6.2) and solution 3 (clause 6.3). Solution 2, and 3 also addressed the issue of IDLE-CONNECTED transition for the small data delivery. Therefore, solution 2 and 3 provides a more comprehensive solution on the C-plane based small data delivery.  

In addition, use of SGi of C-SGN to support non-IP transport is described in detail in solution 10, e.g. how the C-SGN establishes connection to the AS per UE and forwards the data. The same principle can be applied to C-plane based delivery (although solution 10 described the U-plane option).  

Based on the above, it is clear that Solution 2 or 3 provides a better solution for delivery small non-IP data over the C-SGN architecture (outlined in solution 1), with the transport of non-IP over SGi described in solution 10. 

Observation 2: Additional operations of the solution, without T5, are already encompassed by Sol. 1, 2/3, and 10. 

Besides the above discussed short coming of the T5 based non-IP solution, there are also a number of unresolved issues for the solution documented in clause 6.4. 
For example, in the MO operation case, described in 6.4.1.1.1.1, following operations either have drawbacks or require further investigations:
- 
In step 3, the UE is required to set the SENDER ID, with either MSISDN or External ID. It is not expected that every CIOT device would own a MSISDN, and the External ID cannot work without a unified way of managing it. Similarly, the RECEIVER ID is even more problematic. Although it is stated that the format is unknown for now, step 5 requires HSS to support routing control at C-SGN based on this ID. Clearly, either there is a need for a complete ID management system to be developed, or the solution cannot work.      
- 
The transport layer ACk is needed step 8-10. This seems overly heavy, and would keep the UE in the CONNECTED mode for unnecessary long period. 

For the MT operation case, described in 6.4.1.1.1.2, there are additional issues:
- 
In step 2, the HSS needs to provide the routing information associated with the UE's external ID. It is not clear how or when such information is provided to the HSS. Also, requiring HSS to understand which external entity is allowed to send data to UE is not scalable and not feasible. 
- 
In step 4, the operation described is for IP traffic.
- 
Also in step 4, Service Request will establish the DRB. How can UE only setup SRB instead? It is not clear what kind of change is made to support such operation

-
Comparing to solution 2, this solution requires step 7 to 10, which are optional for solution 2. It increase UE operation and resources usage.  
Observation 3: The solution contains a lot of drawbacks and unresolved problems.    

Proposal 1: It is proposed to conclude that this solution is not further developed in Rel-13.   
2. Proposal

It is proposed capture in TR 23.720 the following procedure. 
>>>Start Changes<<<
6.4.3
Solution Evaluation


This solution places unnecessary burden on the core network due to the use of SDT protocol and the Diameter based T5 for the transport of non-IP data. Other aspects of the solution have also been encompassed by solution 1, 2, 3, 10. The solution is therefore not further developed and not progressed to normative phase.  
>>>End of Changes<<<[image: image2.png]
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