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Introduction

3G TS 23.107 v 3.0.0 currently specifies a maximum UMTS SDU size of 1500 octets. However, there is significant debate on whether this is a reasonable constraint, considering that the 1500 octet size  can be negotiated. This paper provides answers to the issues that were raised at the last S2 meeting and some overview on IP stack and Path MTU (PMTU) Discovery.

Previous contributions are: S2-99D03, S299E64.

IP Stack and Path MTU Discovery Overview

                        +---------------------+

                        |     higher-level    |

                        +---------------------+

                        |       TCP/UDP       |

                        +---------------------+

                        |         IP          |

                        +---------------------+

                        | Ethernet, AAL5, etc.|

                        +---------------------+

At the network layer, the IP protocol provides a best-effort packet tranfer service. In addition, the IP protocol also provides, among other things, IP fragmentation and re-assembly services in order to satisfy the payload size limit of its lower layer protocol (e.g., Ethernet or ATM AAL5). However, it is generally recommended in IETF that the IP fragmentation services should only be used as the last resort due to some transmission effiency considerations.  This is specially true for the proper support of real-time services in rel. 00.   For this reason, the transport protocols (e.g., TCP and UDP) residing on top of IP should implement service that segments large user data based on the current PMTU so as to avoid IP layer fragmentation. RFCs 1981 and 1191 outline the algorithm for PMTU discovery that should be implemented by the transport protocols (e.g., TCP and UDP) at the data sender.

It should be noted that the PMTU may change dynamically due to changes in the network, and hence need to be re-discovered by the data sender. During this re-discovery period, IP layer fragmentation will act as a back-up to provide the data fragmentation function. 

Discussions

Background information

In the User Plane for GRPS the GGSN has two independent IP instances in the overall stack.  The lower one is used between the GGSN and the SGSN and uses same kind of L2/ L1.  It is the upper one between the MS and GGSN that has a maximum N-PDU size of 1500 (according to GSM 03.60). 

Issues

1. Interworking between R99 and R97/R98.  In particular GGSN impacts to support different Max SDU Size as negotiated for the PDP Contexts. A new Max SDU size will have to be negotiated for the PDP context. If a R97/98 node is used, the default Max SDU size of 1500 octets applies.
2. What MTU size should the GGSN entertain upon a Path MTU Discovery procedure from the IP network, e.g. before QoS negotiation? A default MTU of 1500 is probably appropriate. The GGSN always assumes 1500 unless it knows otherwise. A Max SDU size is associated with a PDP context QoS profile, i.e. a Traffic Flow Template (TFT). When this is the case and the GGSN encounters a DF flag, it compares against the Max SDU size associated with the TFT, treats it as the MTU, and responds back to the source with ICMP if it would have fragmented the PDU (Path MTU Discovery). Same for the MS in the TE to MS case.

3. Concerns about Max SDU and CS service.  The upper bound of Max SDU size should not be limited by CS data. CS data may have it’s own upper bound of 1500.  
4. Handover between R99 and R97/R98 SGSNs and the PDU forwarding mechanism. IP correctly delivers an N-PDU greater than 1500 octets from a R99 SGSN to a R97 SGSN, but the R97 SGSN protocol stack may not be able to handle it, e.g. GTP. In R97/98, the max SDU size is 1500 so implementers may have only allocated 1500 octet buffers. Therefore the R99 GTP should be enhanced to segment the N-PDU when sending to a R97/98 SGSN.  This will ensure that subscribers do not lose transmitted data.
By analyzing the previous issues, it is important to recongnize that in regards of backwards compatibility, either now or in the near future, mechanisms need to be implemented to cater for upgrading the 1500 octets -  maximum SDU size.  It is too restrictive to maintain this restriction furthe in the future. 

Proposals

1) 23.060 should be changed to indicate that the maximum N-PDU size is not defined.  A natural upper limit of 64K octets is imposed by IP.

2) 23.107 and 23.060 should be modified to reflect the following:  the default Max SDU (a.k.a. PDP-PDU) size is 1500.  Max SDU size may be renegotiated during QoS negotiation.  The upper bound for the Max SDU size is constrainted by the IP size of 64K.  Manufactures may wish to use a more practical upper bound, in which case the negotiated Max SDU size is limited by this practical upper bound.

3) R99 SGSN GTP should be enhanced to segment the N-PDU, when sending to R97/R98 SGSN during inter SGSN handoff.

Reference

1. IETF RFC1981 Path MTU Discovery for IPv6

2. IETF RFC1191 Path MTU Discovery

Annex A - Concepts

UMTS SDU

TS 23.107 currently defines Maximum Service Data Unit (SDU) size as “the maximum allowed SDU size” within the context of UMTS Bearer Services Attributes. There is an editorial note indicating “The maximum SDU size is used for admission control and policing”.

MTU

In the IP world there exists the concept of Maximum Transfer Unit (MTU) which essentially describes the maximum size of a datagram that may be sent via a physical transport, e.g. Ethernet. The historically magic number of 1500 octets comes from the maximum MTU size specified in the Ethernet specifications.

GPRS PDUs

GPRS defines the following (Packet Data Units) PDUs:

· PDP PDU: The PDU as seen by the PDP contexts in the MS and the GGSN

· GTP PDU: This is the PDP PDU with the GPRS Tunneling Protocol (GTP) encapsulation header.

· N-PDU: This is a general reference to the PDP-PDU and any encapsulation overhead associated with it for transport within the GPRS system.

GSM 03.60 states: 

The PDP PDUs shall be routed and transferred between the MS and the GGSN as N‑PDUs. The maximum size of each N‑PDU shall be 1 500 octets. When the MS or the GGSN receives a PDP PDU that is not larger than the maximum N‑PDU size, then the PDP PDU shall be routed and transferred as one N‑PDU. When the MS or the GGSN receives a PDP PDU that is larger than the maximum N‑PDU size, then the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation.

IP Fragmentation IPv4

In IPv4 fragmentation occurs when an IP datagram is larger than the next hop MTU size. Fragmentation involves segmentation of the original IP datagram but with IP headers added to each segment. The fragments travel all the way to the ultimate destination before they are reassembled. It is a well accepted fact within the Internet community that IP fragmentation is very undesirable.

Path MTU Discovery

From RFC 1191:

The basic idea is that a source host initially assumes that the PMTU of a path is the (known) MTU of its first hop, and sends all datagrams on that path with the DF bit set.  If any of the datagrams are too large to be forwarded without fragmentation by some router along the path, that router will discard them and return ICMP Destination Unreachable messages with a code meaning "fragmentation needed and DF set" [7].  Upon receipt of such a message (henceforth called a "Datagram Too Big" message), the source host reduces its assumed PMTU for the path" [and tries again]...
IP Fragmentation Ipv6

In IPv6 the burden of the fragmentation is on the source of the IP datagram. The minimum MTU is determined by Path MTU Discovery. IPv6 also allows tunneling via IPv6 if segmentation must occur.

User Planes
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Figure 1: User Plane for UMTS
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Figure 2: User Plane for GPRS
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