SA WG2 Temporary Document

Page 12

SA WG2 Meeting #109
S2-151589
25 - 29 May 2015, Fukuoka, Japan
(revision of S2-15xxxx)
Source:
Cisco, Allot Communications, Alcatel-Lucent, Alcatel-Lucent Shanghai-Bell, Huawei, Hisilicon, Comverse, Sprint, Openet Telecom, T-Mobile USA, Sandvine Incorporated
Title:
Subjective evaluation and comparison of FMSS solutions for key issue#1
Document for:
Discussion/Approval
Agenda Item:
6.13
Work Item / Release:
FMSS/Rel-13
Abstract of the contribution: This paper proposes subjective evaluation and comparison of FMSS solutions for key issue#1.
Discussion

This paper compares various FMSS solutions alternatives of key issue#1 from TR 23.718 and proposes conclusion for the study phase.
1
Overview
Solutions 1.1 and 1.2 follow the same basic principle and provide two alternatives based on where the ADC features is deployed, i.e. in PGW or in TDF. Hence they are not considered as independent solutions but rather one solution for the sake of comparison with the other solutions in the TR 23.718. All other solutions in the TR 23.718 also provide multiple alternatives based on where the ADC feature is deployed, however, for those solutions, all those alternatives are clubbed under the same section. 

Thus, there are three different solutions in the TR 23.718:

1. Solution-A: Traffic steering policies over Sd/Gx interfaces (defined in section 1.1 and section 1.2)

Central principle: Extend Sd/Gx interfaces to provide traffic steering policies. Extend the ADC feature to mark the traffic with the service chain related information based on the application detection and traffic steering policies.

2. Solution-B: Traffic steering policies over Sd/Gx as well as new interface "Sts" (defined in section 1.3)
Central principle: Different classifiers for uplink and downlink by design. Uplink classifier is located in PGW/TDF (depending upon where the ADC feature is deployed). It deduces downlink IP-5-tuple based on uplink traffic and provides it to the downlink classifier via PCRF. Extend Sd/Gx interfaces to provide traffic steering policies to the uplink classifier in PGW/TDF. Define new interface "Sts" to provide traffic steering policies to the downlink classifier. 
3. Solution-C: Traffic steering policies over new interface "St" (defined in section 1.4)

Central principle: Define a new interface for providing traffic steering policies. When ADC feature is to be utilized, extend ADC feature to mark the traffic with the application information based on the application detection. Use this information and the traffic steering policy received over the St interface to determine the service chain related information. When ADC feature is not utilized, the (S)Gi-LAN performs detection of application and determination of service chain related information based on traffic steering policy received over the St interface.
2
Comparison between Solution-A and Solution-B
Although Solution-B defines a new logical function called TCF (Traffic Classification Function), it is nothing but the application detection function (i.e. subset of ADC feature – application detection) already defined by 3GPP. Hence, we have referenced ADC feature instead of TCF in the text below.
2.1
Similarities
· Provisioning of traffic steering policies: Both the solutions propose to extend the Sd/Gx interface to provision the traffic steering policies.

· Handling of uplink traffic: In both the solutions, the ADC feature is extended to mark the traffic with service chain related information based on the application detection and traffic steering policies.

· Handling of downlink traffic for the application with non-deducible service data flow: In both the solutions this is handled similar to handling of uplink traffic.
2.2
Differences
· Two classifiers approach mandated by standard v/s as an implementation option: Solution-B enforces two classifiers approach by specification: one for uplink and one for downlink. Solution-A does not enforce this but allows this as an implementation option as there may be separate instances/processes within PGW/TDF e.g. one for handling uplink and downlink traffic.

· Providing downlink traffic steering policy to the downlink classifier via the PCRF v/s directly from the uplink classifier: In Solution-B, the uplink classifier deduces the downlink IP-5-tuple based on the uplink traffic and reports the same to the PCRF. The PCRF uses this and provides the downlink traffic steering policy to the downlink classifier via the new interface "Sts". Thus, the communication between the two classifiers is via the PCRF. If two classifiers approach is used as an implementation variant of Solution-A then the uplink and downlink traffic steering policies are received by the same classifier and then the communication between the two classifiers is internal to the implementation. 
2.3
Summary

· The two classifiers approach may look appealing at first sight but it has a few limitations as well, e.g. it is useful for the application traffic with deducible service data flows only and hence restrictive from practical deployment point of view (since majority of the application traffic may have non-deducible service data flow), continuous communication and coordination between the uplink and downlink classifiers are needed (since downlink classification depends heavily upon the uplink classification). Hence, we believe that two classifiers approach could be an implementation choice instead of being mandated by standards. This is also is very important for us to ensure since the architecture of (S)Gi-LAN is out of scope of 3GPP's standardization and so our focus should be to enable any architecture of (S)Gi-LAN, i.e. with single or multiple classifiers.
· We also believe that the uplink classifier reporting the downlink IP-5-tuple for each application and for each user to the PCRF so that the PCRF uses it and provides the downlink traffic steering policy to the downlink classifier puts huge signalling overhead to the PCRF. This communication between the uplink and downlink classifiers should be direct (without involvement of the PCRF). With that in mind, we don’t think we really need the new interface "Sts" for providing the downlink traffic steering policies.
· Putting the above two together, we don’t see real a difference between Solution-A and Solution-B and believe that Solution-B is an implementation variant of Solution-A when communication between the two classifiers is direct and internal to the implementation.

2.4
Conclusion

Based on above, we no longer consider Solution-B as an independent option for our comparison and the conclusion of the FMSS study phase, but rather an implementation option of Solution-A. The remaining of the paper focuses on the comparison between the Solution-A and Solution-C only, from the point of view of the conclusion of the FMSS study phase for the key issue#1. 
3
Comparison between Solution-A and Solution-C:

For the sake of "apple-to-apple" comparison, we compare the following variants of Solution-A and Solution-C with each other.
· Solution-A1: when TDF/PGW are standalone (clause 6.1.1.1.1 alternative1, clause 6.1.2.1.1) – Refer to Annex A.1 

v/s

Solution-C1: when ADC feature from TDF/PGW is utilized (clause 6.1.4.1.3) – Refer to Annex A.2
· Solution-A2: when TDF is collocated with (S)Gi-LAN (clause 6.1.1.1.1 alternative2) – Refer to Annex A.3

v/s
Solution-C2: when ADC feature from TDF/PGW is not utilized (clause 6.1.4.1.2) – Refer to Annex A.4
3.1
Comparison between Solution-A1 v/s Solution-C1
3.1.1
Similarities
· Impacted Nodes: PGW, TDF, PCRF

· Impacted Interfaces: Gx, Sd

3.1.2
Differences
· New interface v/s using existing interface: New interface "St", for providing the traffic steering policy, is defined in Solution-C1. Solution-A1 extends existing interfaces Gx/Sd to provide the traffic steering policy.
· New functional entity v/s using existing functional entity: New functional entity "Service Chain Traffic Controller Function (SCTCF)", for receiving of the traffic steering policy, is defined in Solution-C1. Solution-A1 extends the role of existing functional entities for the traffic steering purpose.
· Two classifiers/process inspecting the same packet by design v/s as an implementation option: Solution-C1 defines a design in which two different classifiers/processes inspect the same packet: once in PGW/TDF to perform application detection (i.e. DPI) and mark the traffic with application info; once in the (S)Gi-LAN to determine service chain related information based on application info provided by the PGW/TDF and traffic steering policy received indirectly via SCTCF from the PCRF. Solution-A1 does not impose this by the design but allows this as an implementation option, e.g. PGW/TDF may have separate processes doing each type of packet inspection.
· Additional configuration and its synchronization between PCRF, PGW/TDF and (S)Gi-LAN: Solution-C1 introduces the need to support new configuration, i.e. "packet marking profile", which is activated at PGW/TDF and in the (S)Gi-LAN by the PCRF. This configuration tells PGW/TDF on how to mark the packet with the detected application info and tells (S)Gi-LAN about the marking scheme used by the PGW/TDF. For the whole solution to work correctly, the operator has to additionally ensure synchronization of this configuration at PCRF, PGW/TDF and at the (S)Gi-LAN. No such packet marking related configuration and its synchronization are needed in Solution-A1.

· Additional signalling load on PCRF to report metadata in Solution-C1: Solution-C1 requires the PCRF to provide metadata and its change of value over the "St" interface. Assuming that St interface can support activation/deactivation of reporting of metadata per subscriber session level only there will be huge signalling load on PCRF (and other EPC nodes) as compared to if the St interface can support activation/deactivation of reporting of metadata per individual information per subscriber session level. However, in both the cases of Solution-C1, since the ADC feature and traffic steering features are deployed in separate set of nodes (i.e. ADC feature in PGW/TDF and traffic steering in (S)Gi-LAN), the PCRF will be subjected to signalling load due to reporting of metadata and its change of value over the Sd interface (for ADC feature, if it is deployed in TDF) as well as over the "St" interface (for traffic steering feature). On the other hand, since the ADC feature and traffic steering feature are deployed in the same node (i.e. either in PGW or TDF) in Solution-A1, the metadata and its change of value reported for the ADC feature can be utilized locally for the traffic steering feature as well, e.g. when a common set of metadata is used for the ADC feature and for the traffic steering feature the PCRF does not have to report them twice (once for each feature). Thus, Solution-A1 will result in lower overall signalling load on PCRF as compared to Solution-C1 for reporting of the metadata and its change of value. 
· Agnostic to the architecture of (S)Gi-LAN systems: Solution-C1 defines an (S)Gi-LAN architecture which has a separate control plane entity, SCTCF, terminating the interface from the PCRF. Thus, it assumes certain architecture of (S)Gi-LAN and hence may not be suitable for the deployment (e.g. network having single entity performing control and user plane functions) which are not yet ready for such a control-user plane split architecture of (S)Gi-LAN. Solution-A1 does not mandate any specific architecture of (S)Gi-LAN and hence suitable for different types of network deployments.
3.1.3
Summary
· Both the solutions impact same set of existing nodes and interfaces. But additionally, Solution-C1 introduces 
· a new interface (St) and a new logical entity (SCTCF)  on the control plane, and
· additional classification entity in the (S)Gi-LAN on the user plane, 
and thus, obviously has higher overall network impact (on both control plane and user plane), more complex to develop, deploy and maintain as compared to Solution-A1. Hence, we fail to see why we should standardize Solution-C1 over Solution-A1.
· We don’t see any value in standardizing a design which mandates two different classifiers/processes to inspect the same packet: one for application detection and marking the traffic with application info; another for determining the service chain related information. Since the same packet is inspected twice (by two different classifiers/processes), it would definitely result in lower performance as compared to a design in which a single classifier/process is allowed to perform all the required packet inspection functions. Thus Solution-C1 would result in lower performance as compared to Solution-A1. In summary, approach mandating two different classifiers/processes to inspect the same packet will result in sub-optimal system and hence should not be considered for standard based solution. It could be an implementation choice for implementation and design specific reasons.
· In Solution-C1, the TDF/PGW inspects the packet and provides some information by marking the packet. This marking is based on the configuration which is activated by the PCRF on a per subscriber per application basis. What we fail to understand is, why this marking cant point to the service chain related information directly and why we need another function in (S)Gi-LAN to map the TDF/PGW's marking into service chain related information, eventually. If TDF/PGW provides service chain related information directly, which is not very different from providing detected application info as defined in Solution-C1 currently, then we can avoid defining new interface specifically for traffic steering purpose.
· The core of Solution-C1 is packet marking based on the detected application info by the PGW/TDF. Similar packet marking solution – using the DSCP field in the IP header – was standardized by 3GPP (for marking the downlink traffic with detected application info by the TDF) although it had a few limitations such as: need to use DSCP values with no standardized meaning in IETF, potential need for tunnelling to protect such marking, inability for the routers to use such DSCP for differentiated service scheduling purpose, etc. In summary, the packet marking scheme for providing application info was standardized by 3GPP since there was no better alternative to support the application based bearer binding feature in case of TDF deployment. However, that – i.e. lack of better alternative – is not the case for FMSS feature and hence we believe that we should avoid a solution, i.e. Solution-C1, requiring packet marking for carrying application info for standardization while other alternative, i.e. Solution-A1, which does not require packet marking is on the table. 

· The need to support a new interface in the deployment and additional signalling impact on PCRF are some of the major drawbacks of Solution-C1. With that in mind, we don’t see why we should consider Solution-C1 for standard based solution over Solution-A1 which does not suffer from any of those drawbacks. 
· In Solution-A1, the TDF/PGW marks the traffic with the service chain related information and hence it is aware about the service function(s) via which the traffic is steered. This allows the TDF/PGW to collect the charging related information (e.g. when 3rd party service functions are involved in service chain) and report the same via existing charging interfaces. On the other hand, in Solution-C1 the TDF/PGW only performs application detection and hence does not have accurate knowledge about the service function(s) via which the traffic is steered. Hence, for supporting the charging based on the service function via which traffic is steered, Solution-C1 would most probably require new interface between the (S)Gi-LAN and the charging system. Hence, Solution-A1 can be easily extended to support charging related requirements in future while Solution-C1 would have bigger system impact to support new charging related requirements. In nutshell, Solution-A1 is already capable of catering to the foreseeable future FMSS enhancements such as charging for 3rd parties without requiring major system changes as compared to Solution-C1. In our view, this future extendibility aspect of the solutions should be one of the major considerations while concluding on the FMSS solution in Rel-13. More so, since SA1 has already agreed new study on FMSS enhancements in Rel-14 (ref. S1-151131) on requirements related to charging when 3rd party service functions are involved.
· Since the architecture of (S)Gi-LAN is out of scope of 3GPP's standardization, we need to ensure that our solution can accommodate different architectures of (S)Gi-LAN. Since Solution-C1 assumes control-user plane split architecture of (S)Gi-LAN, it is restrictive in nature as compared to Solution-A1. Hence, we don’t see why we should consider Solution-C1 for standardization over Solution-A1 which can support different architectures of (S)Gi-LAN system.
3.1.4
Conclusion
Solution-C1 has higher overall system impact than Solution-A1, since it defines new logic entity and a new interface to that logical entity, as well as impacts the same number of the existing nodes and interfaces as Solution-A1. Besides, the design of Solution-C1, which mandates two different classifiers/processes to inspect the same packet, will result in lower performance compared to Solution-A1. Finally, considering the future extendibility aspect (e.g. potential requirements related to charging when 3rd party service functions are involved), Solution-A1 is much better placed as compared to Solution-C1 to meet the traffic steering requirements of 3GPP. 
Considering all these aspects it makes little sense to consider Solution-C1 over Solution-A1 for the conclusion of key issue#1 for the case when ADC feature from TDF/PGW is utilized for the traffic steering purpose. 
3.2
Comparison between Solution-A2 v/s Solution-C2
Solution-A2 is when the network does not have standalone TDF/PGW with ADC feature deployed. In that case, the TDF can be collocated with the (S)Gi-LAN to provide the application detection and other functionality required for traffic steering. So in this case, the Sd interface is tailored to provide the functionality required for traffic steering purpose only, i.e. the other optional features of the Sd interface e.g. charging, usage monitoring, QoS control etc., are not deployed, if not needed for traffic steering.

Solution-A2 proposes to use "Sd interface tailored to the traffic steering requirement" while Solution-C2 proposes "to define a new interface St to a new entity (SCTCF) for traffic steering". 

3.2.1
Similarities
· Call flows for provisioning, modifying and removal of traffic steering policy: In both the solutions, the interaction between the PCRF and the entity within the (S)Gi-LAN (i.e. TDF for Solution-A2 and SCTCF for Solution-C2) are exactly the same for provisioning, modifying and removal of traffic steering policy.
· Reporting of metadata and its change value: Assuming it is possible to subscribe to the change of value of metadata at each information level over the St interface, reporting of metadata and its change value has similar call flows over the Sd and St interface. 

3.2.2
Differences
· Support for application reporting: Solution-A2 supports detected application info reporting over the Sd interface. This could be used as one of the input to the traffic steering policy generation by the PCRF just like it uses detected application info as one of the input to defining PCC, ADC rule, today. However, in Solution-C2, no such support exists over the St interface. Instead, Solution-C2 mandates the operator to deploy the ADC feature (in either TDF or PGW) for supporting the application reporting functionality, in case application reporting is needed for making traffic steering policy decisions. 

· Additional signalling load on PCRF for reporting of metadata and its change value: Solution-A2 allows subscription to change of value of metadata at individual information level. Assuming this is not possible in Solution-C2, i.e. it is only possible to subscribe to the change of value of all or none of metadata over the St interface, there will be additional signalling load on PCRF as compared to Solution-A2. Please note that this will also result in additional signalling load on the other EPC nodes, e.g. PGW, MME, RCAF, etc., since the PCRF has to subscribe to the change of those metadata from those EPC nodes. 
Consider the following example to illustrate this better: ULI is one of the metadata needed by a service function "A" within the (S)Gi-LAN. Since the application traffic requiring steering via the service function "A" is currently not active, the ULI reporting over the St interface is not needed. However, since it is not possible to deactivate reporting at individual metadata, the ULI reporting remains active over the St interface along with reporting of other metadata. This would cause PCRF to subscribe to ULI change report from PGW. In turn PGW will subscribe the same from SGW/MME. Thus, there will be additional signalling load on PCRF, to report change of ULI over the St interface, as well as on the other EPC nodes while the ULI is not used for any active service functions within the (S)Gi-LAN.
· Agnostic to the architecture of (S)Gi-LAN systems: Solution-C1 defines an (S)Gi-LAN architecture which has a separate control plane entity, SCTCF, terminating the interface from the PCRF. Thus, it assumes certain architecture of (S)Gi-LAN and hence may not be suitable for the deployment (e.g. network having single entity performing control and user plane functions) which are not yet ready for such a control-user plane split architecture of (S)Gi-LAN. Solution-A1 does not mandate any specific architecture of (S)Gi-LAN and hence suitable for different types of network deployments.
3.2.3
Summary
· Mandating the operator to deploy ADC feature in PGW/TDF for sole purpose of application reporting is one of the drawback of Solution-C2, in our view. Since application detection takes place in (S)Gi-LAN, it also makes sense to define application reporting from the (S)Gi-LAN via the St interface. Although that will address the drawback of the Solution-C2, it will only make St interface even more similar to the Sd interface (being a larger subset) in terms of functionality. 

· Lack of ability to subscribe to change of reporting of metadata at individual information level is another major drawback of Solution-C2. As highlighted in the differences section, this will cause signalling overhead not only on PCRF but also on other EPC nodes. We don’t believe we should consider standardizing a solution with such a major limitation. On the other hand, we fail to see why we can't fix this limitation by allowing subscription of change of reporting of metadata at individual information level over the St interface. However, again, this only makes the St interface even more similar to the Sd interface (being a subset) in terms of functionality.

· Assuming that the drawbacks of the St interface are addressed, as described above, the result will be an St interface which is very similar to the Sd interface, a subset of functionality defined over Sd, to be accurate. In that case, we fail to see the need to define "yet another interface" while the existing interface fits the requirement. New interface and potentially new protocol makes the whole FMSS solution more complex, expensive to develop, deploy and maintain as compared to use of an existing interface. Historically, new interface and new protocol also takes at least 2-3GPP release cycles to stabilize and hence new interface based FMSS solution will also delay full-fledged and commercial use of the FMSS solution. In summary, we fail to see justification in defining new interface when an existing interface can suffice for the FMSS solution.
· We understand there is some interest towards the (S)Gi-LAN design which terminates the traffic steering interface at the control plane entity, e.g. SCTCF – as proposed in Solution-C2. However, this solution is specific to network deployments which are ready for such a control-user plane split architecture and hence restrictive in nature.
Moreover, as already highlighted, 3GPP's scope is limited to defining the traffic steering interface only while the internals of (S)Gi-LAN will remain out of scope of standardization and in the scope of implementation. 
Considering the TDF, as defined by 3GPP today, has both control and user plane functionality (since it enforces policies for traffic redirection, application based charging, usage monitoring and reporting etc.), it is possible to visualize a modular implementation of TDF such that its control plane, i.e. TDF-C, is separate from its user plane, i.e. TDF-U. And in that case, the Sd interface is terminated at the TDF-C to realize similar design principle as proposed in Solution-C2. Please refer to figure B.1-1 depicting this concept. In nutshell, an implementation in which the traffic steering interface is terminated at a control plane entity can be realized by both the solutions, i.e. Solution-A2 and Solution-C2, alike, and hence there is no difference between these two solutions based on the scope of 3GPP's standardization. 
· Although there is general interest in a design which has separate entity for control and user planes, at 3GPP, we are yet to embark on a study to decide if such a design is beneficial over the traditional design specifically for the 3GPP network nodes. Besides, there are some limitations, as already mentioned in clause 6.1.1.1.3.3, with the current state of the OpenFlow protocol (which is one of the favoured protocol between the control and user plane entities) to fulfil the traffic steering related requirements, i.e. the OpenFlow protocol can't support L7 based application detection rules. So while 3GPP has not studied if the architecture with separate control and user plane is really beneficial, it is also not possible to use industry standard protocol (i.e. OpenFlow – based on its current state) between the control and user plane within (S)Gi-LAN for the traffic steering purposes (such that 3GPP's requirements can be fulfilled). 
· SA1 has already agreed new study on FMSS enhancements in Rel-14 to study the requirements related to charging when 3rd party service functions are involved. This would most probably require the FMSS's solution to support interface towards the charging system. Since Solution-A2 uses TDF within (S)Gi-LAN, the charging interfaces on TDF, i.e. Gyn and Gzn, can be used for traffic steering related charging purpose as well. On the other hand, Solution-C2 would mostly require definition and support for new charging related interface specifically for the traffic steering purpose. In nutshell, Solution-A2 is already capable of catering to the foreseeable future FMSS enhancements such as charging for 3rd parties without requiring major system changes as compared to Solution-C2. In our view, this future extendibility aspect of the solutions should be one of the major considerations while concluding on the FMSS solution in Rel-13. 
· There may be some doubt on suitability of Diameter protocol over the Sd interface for traffic steering purpose, especially when TDF is collocated within (S)Gi-LAN. However, these are stage 3 aspects and if they find a need to define an alternative protocol, they can very well define a non-Diameter alternative for the Sd interface (mainly for the traffic steering) just like they have defined non-Diameter alternative for the Rx interface. 

3.2.4
Conclusion
Considering all the aspects mentioned in summary section, it is clear that the St interface as proposed in Solution-C2 is simply subset of Sd interface as proposed in solution-A2. Moreover, the St interface lacks in functionality, e.g. can't support application reporting, and causes more signalling load on PCRF as compared to Sd interface. On top of this, when one considers the future FMSS enhancements (e.g. potential requirements related to charging when 3rd party service functions are involved), the Sd is much better placed for the FMSS solution as compared to the St interface. 
Considering all these aspects it makes little sense to define a "yet another new interface St" (and potentially a new protocol) when the existing interface Sd (with some enhancements) can suffice. As already highlighted, a new interface based solution will be more costly to develop and deploy and will take longer to stabilize (and thus delay the commercial use of the feature) as compared to the existing interface based solution. Hence, we propose to consider Solution-A2 for the conclusion of key issue#1 for the case when ADC feature from TDF/PGW is not utilized for the traffic steering purpose.
4
Overall Conclusion

Based on conclusion in sec. 2.4, Solution-B is simply an implementation variant of Solution-A and hence not considered as a standalone solution for the conclusion of key issue#1.

Considering the conclusions in sec. 3.1.4 and sec. 3.2.4, it is clear that Solution-A1 is better than Solution-C1 and Solution-A2 is better than Solution-C2. In summary, technically and practically speaking, Solution-A is better than Solution-C. And hence we propose to standardize Solution-A for key issue#1 for the FMSS workitem in Rel-13.

Annex A:
Solution Alternatives

A.1
Solution-A1:
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Figure A.1-1: Solution-A1: when TDF/PGW are standalone (TR 23.718 sec. 6.1.1.1.1 Alternative1, and sec. 6.1.2.1.1)

A.2
Solution-C1
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Figure A.2-1: Solution-C1: when ADC feature from TDF/PGW is utilized (TR 23.718 clause 6.1.4.1.3)
A.3
Solution-A2

[image: image4] Figure A.3-1: Solution-A2: when TDF is collocated with (S)Gi-LAN (TR 23.718 clause 6.1.1.1.1 Alternative 2)
A.4
Solution-C2
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Figure A.4-1: Solution-C2: when ADC feature from TDF/PGW is not utilized (TR 23.718 clause 6.1.4.1.2)
Annex B:
Deployment Aspects

B.1
Potential deployment of SDN based (S)Gi-LAN interfaced using Sd interface
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Figure B.1-1: SDN based (S)Gi-LAN interfaced using Sd interface
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