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1. Introduction
In previous meeting and rel.12 the concept of “ProSe Communications Group Priority” was discussed. It was not possible to meet via the concept of ProSe Communications group priority the applications layer requirements that pertain to priority of the applications used in a group, of the user priority within the group, and also the handling of time varying priority needs as situations change. Also, it was observed that group communications may also use one-to-one communication to UE-to-Network relays and therefore a more generic approach to handling Priority in ProSe communications is in order, including the handling of one-to-one communications priority.
In this paper we discuss how to handle differentiation of ProSe communications in the various possible ProSe communication scenarios (Out of coverage, and in network coverage Mode 1 and Mode 2). This is normally defined as QoS handling, so in this release of the specification QoS handling for ProSe communications is limited to the support of prioritization of transmissions over PC5.
2. How UL traffic prioritisation works in LTE-Uu?
Given ProSe transmissions are using the LTE Uplink (UL) and the signalling from access stratum protocols point of view resembles the mechanisms for UL scheduling when under network coverage scheduled mode is used (Mode 1). This section provides a background on how UL scheduling works in existing (rel.12) LTE-Uu for the benefit of the ensuing discussion related to priority handling in ProSe Communications Mode 1.
The UE uses UL packet filters contained in the UL TFT in order to categorise the UL traffic to different radio bearers.

The UE has an uplink rate control function which manages the sharing of uplink resources between radio bearers. RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR), which is signalled by the eNB to the UE. The values signalled would be related to the QoS parameters that correspond to the EPS bearer and therefore the radio bearer (since there is one-to-one mapping between RB and EPS bearer). There is a one-to-one mapping between a radio bearer and a logical channel. The eNB provides this mapping and along with the priority and PBR of each logical channel/bearer, it also provides a bucket size duration (BSD) and assigns a logical channel group (LCG) which can take only 4 values. 

The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR (if not set to zero);

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant.

NOTE:
In case the PBRs are all set to zero, the first step is skipped and the radio bearer(s) are served in strict priority order: the UE maximises the transmission of higher priority data.

If more than one radio bearer has the same priority, the UE serves these radio bearers equally.

The UE provides the eNB with buffer status reports. These buffer status reports are per LCG. The eNB provides uplink scheduling grants based on the buffer status reports and the priority of the LCG that the UE requests resources for. The LCG priority is typically determined from the QoS information that applies to the corresponding EPS bearer since there is one-to-one mapping between the EPS bearer and radio bearer.

Now, there are three aspects worth noting:

1. The buffer status reports are designed to minimize signalling overhead. It would not be advised to extend them to provide additional information, like which type of flow is present at the UE buffers.

2. The eNB provides uplink scheduling grants to the UE, and not to particular logical channel/bearer. The UE uses the grants based on the priority/PBR of each logical channel.

3. The uplink scheduling grants that are provided per UE take into account the priorities of the LCG the UE requests resources for

Observation 1: Existing UL scheduling relies on the network providing UL packet filters (via means of UL TFT contained in NAS) to categorise the traffic to different RB and in turn different LCGs.
Observation 2: Existing UL scheduling is based on priorities and PBR values assigned to the 4 LCGs derived from the QoS parameters of the corresponding EPS bearer(s) (e.g. QCI, GBR, MBR etc).

3. How traffic prioritisation (QoS) can work in PC5?

PC5 encompasses three possible ProSe communications scenarios:

1) Out of network coverage

2) In network coverage using eNB assigned resources pools (Mode 2).

3) In network coverage eNB scheduled (Mode 1)

For the cases where the UE is not under network coverage at least, public safety applications need to be able to autonomously decide which priority level each individual ProSe communications transmission has to use. This has to be based on meeting the situational, application, service and user priority requirements that are pertinent to each data transmission over PC5.
The way applications assign priority over PC5 cannot be determined by 3GPP, much in the same way 3GPP did not standardize the QoS requirement applications place on the 3GPP bearers via Gx.

Observation 3: ProSe Communications priority for out of network coverage cannot be controlled by a network.

Observation 4: Applications using ProSe Communications also out of network coverage need to be capable to signal the desired priority for ProSe communication transmissions over PC5.

A very similar consideration applies to ProSe Communications Mode 2 under network coverage. In Mode 2 under network coverage, the UE is not assumed to need to be RRC connected to the network before or while performing PC5 communications, therefore the network also in Mode 2 would not provide means to assist the setting of PC5 transmission priority.
Observation 5: In Mode 2 ProSe Communication, the UE can operate without connection to eNB and need to be able to request suitable PC5 prioritisation mechanism without eNB involvement (i.e. the UE has autonomous operation from Priority setting standpoint).

Given Application layer is to be designed to be fully capable to select and signal to lower layers the right priority level for PC5 communications out of coverage and in Mode 2 under network coverage, it is not clear that for scheduled communications this should not be possible. Besides, in ProSe architecture we have no mechanism defined (in rel.12/13) to signal SideLink packet filters related to ProSe that would allow the UE to categorise the traffic to different LCGs and there is no EPS bearer in order to communicate the QoS parameters that could allow the eNB to deduce the PBR and priority that applies to each LCG. 
Observation 6: ProSe has no defined mechanism to signal SideLink packet filters (for ProSe) to allow the UE to split traffic to different LCGs.

Observation 7: In ProSe there is no associated EPS bearer and as such QoS information provided to the eNB that could allow the eNB to deduce the priority and PBR that would apply to each LCG. Therefore the only QoS parameter applicable over PC5 is assumed to be the priority level selected by applications in the UE.
Based on the observations above it is possible to converge on this set of proposals:

Proposal 1: In ProSe communications, the Application in the UE is responsible for requesting from the lower layer a suitable per packet treatment. This is irrespective of the ProSe communication mode.

Proposal 2: The Application layer sets the priority of ProSe communications based on criteria outside 3GPP scope.

Based on the above considerations and proposals, RAN groups should design appropriate D2D communications Mode 1 and Mode 2 schemes delivering the desired per packet differentiation inside a UE and across UEs. Here below we can provide some proposed guidance which is by no means meant to be binding for RAN groups

Priority for ProSe communication Mode 1

It is assumed that in Mode 1 the UE is RRC connected to the network and the network provides per UE PC5 transmission grants. The UE locally decides which data to send first over PC5, based on its priority level. 

The network provides the grant to UEs based on reported buffer status. Each LCG has a well known priority level, so the eNB provides grants to UEs with data to transmit of the highest priority LCGs first. Each LCG can serve more than one PC5 transmission priority level inside the UE (so the UE locally schedules highest priority transmission across LCGs and inside LCGs). 

NOTE: Whether there is a need to multiplex data from different priority levels into the same LCG depends on the number of supported priority levels and the number of supported LCGs (e.g. 4 LCGs supported in Rel-12). Figure 1 is for description purposes and does not preclude any evolutions that may be agreed in the RAN groups.

Data is queued in the UE per priority level. The queue selection is based on explicit priority indication by the Application layer. The scheme is summarized in figure 1.
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Figure 1: Example of SideLink scheduling in mode 1
Priority for ProSe communication Mode 2

It is assumed that in Mode 2 the UE operates autonomously and:

· Under network coverage a UE uses the resources that are dedicated to the priority level as signalled by the network. 

· Outside network coverage it uses authorized pools of resources configured in the UE per priority level and per location area.
NOTE: The assumption of using resources configured per priority level is for description purposes and does not preclude any other solutions that may be agreed in the RAN groups.

Data is queued in the UE per priority level. The queue selection is based on explicit priority indication by the Application layer. The UE sends data in priority order using the resource pools related to the priority level. The scheme is summarized in figure 2. 
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Figure 2: Example of SideLink scheduling in mode 2

5. Proposal

It is proposed to agree on the proposal below: 
Proposal 1: In ProSe communications, the Application in the UE is responsible for requesting from the lower layer a suitable per packet treatment. This is irrespective of the ProSe communication mode.

Proposal 2: The Application layer sets the priority of ProSe communications based on criteria outside 3GPP scope.

This proposal is reflected in the changes shown below.  
>>>Start Changes<<<
7.5
Other ProSe Direct Communication related aspects

Editor’s note:
This clause will contain the solutions for other communication related aspects such as service continuity, QoS enhancements/premption etc as listed in objective ix of eProSe_Ext WID
7.5.x
Solution for ProSe Priority and QoS

7.5.x.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 

The Priority of a ProSe communication transmission is selected by the application layer based on criteria that are not in scope of 3GPP.
The design of the way the application layer and the ProSe communication lower layers interact should be neutral to the way the UE is accessing the medium whether Mode1, Mode2 or out of coverage transmission is occurring. 

The Applications in the UE should be offered an interface to the lower layers that is neutral to whether Mode1, Mode2 or out of coverage transmission is occurring. 

The UE upper layers provide the lower layers a ProSe per-Packet Priority (PPP) from a range of possible values. 

The access stratum uses the ProSe per Packet Priority associated with the protocol data unit to prioritise intra-UE transmissions (i.e. protocol data units associated with different priorities awaiting transmission inside the same UE). 
The way the medium is accessed in scheduled or non-scheduled transmission modes, while respecting the ProSe Per Packet Priority selected by applications, is in scope of RAN WGs.
Support of 8 levels for the ProSe Per Packet Priority should be sufficient to support a wide range of applications.
7.5.x.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.5.x.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

UE 

-
Supports interface to offer Application layer with transmission mode-neutral ProSe per packet priority indication
eNB
-
Support appropriate Mode 1 and Mode 2 prioritization schemes as defined by RAN WGs
7.5.2 
Topics for further study on other communication related aspects

Editor’s note:
Topics for FFS will be collected for this particular functionality. 

7.5.3
Conclusions on other communication related aspects

Editor’s note:
Conclusions will be collected for this particular functionality
>>>End of Changes<<<[image: image3.png]
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