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1. Introduction

At SA2#108 S2-151276 attempted to introduce the main MONTE feature call flows for all agreed events. It was noted due to the following high-level architectural issues which were left unresolved:

1. Roaming support

2. 2nd level authorization (SCEF – HSS for SCS/AS)

3. Charging (who/how/what)

4. Transfer of continuous reporting parameters to Serving Nodes

5. Update (recall/replace) procedures 
6. Current location for # of Ues in a given area
7. RAU/TAU timer negotiation
This paper analyses and proposes a way forward for the remainder of these unresolved issues.
Red text indicates proposals on which there's differing opinion amongst companies involved in offline discussions.
2. Issue Analysis
2.1 Roaming Support

Issue#1: Whether and how the support of roaming can be accommodated for MONTE event(s)?
This is to be discussed separately under S2-151597 and related tdocs.
2.2 Authorization

Issue#2: It was conceptually agreed that authorizing the SCS/AS and/or applications hosted on SCS/AS by the SCEF is required. However, whether further authorization of usage of MONTE event(s) by the HSS for that user by that SCS/AS and/or application(s) supported/hosted on it could not be agreed.

This is to be discussed separately under S2-151597 and related tdocs.
2.3 Charging Support

Issue#3: It was conceptually agreed that charging records for MONTE event(s), when triggered, ought to be generated within the 3GPP network. However, which NE(s) were involved and how and when to generate CDRs could not be agreed. Note, in the discussion below, it is assumed that charging records include relevant usage statistics for monitoring events Eg # of Monitoring Request on T6a/b, # of Monitoring Event Reports on T6a/b, # of Monitoring Request on T6a/b per UE, etc. 
It is expected that SLAs between the PLMN operator(s) and 3rd parties (SCS/AS and/or application providers) have provisions for event billing across the SCEF – SCS/AS interface. Such event billing is expected to accommodate forms such as:

· For every 10th Event = Location request, charge $X

· First 100 Event configuration + notification messages are FREE. Next 100 messages get charged $Y. After which every 100th message gets charged additional 50% to $Y

· Monthly subscription to all supported Events for $YY

· Etc… 
Due to the flexibility required in billing towards SCS/AS/applications, the 3GPP system should be able to support charging at Monitoring request + report basis.

Proposal 2.3.1: Monitoring Requests generate charging records.
Proposal 2.3.2: Monitoring Responses containing Monitoring Event Reports generate charging records.
Proposal 2.3.3: Update Requests generate charging records.

Proposal 2.3.4: Explicit and Implicit termination of configured Monitoring Events generates charging records.

Support for offline charging should be done.

Proposal 2.3.5: Support for offline charging is required. 
Monitoring Event Report can be generated by the HSS, by the MME or SGSN, and sent to the SCEF. If all these NE(s) fall under the control of a single operator then charging record/events generated from the SCEF alone should suffice. This would require the SCEF to act as a CTF/CDF towards the OFCS and OCS
. However, due to the design of the MONTE architecture, despite having the HSS/MME/SGSN/SCEF in the same trust domain, different operators may control parts of the MONTE architecture. For example, for a roaming user, the SCEF and HSS may be under the control of the HPLMN, but the MME/SGSN are under control of the VPLMN. In such cases, depending on operator configuration, SLA, topology and charging systems in place, support of charging record/events for each of these NEs is required.
Proposal 2.3.6: Depending on operator configuration, MME, SGSN and SCEF may generate charging information. 
If SCEF ownership by a 3rd party is allowed, and UE is roaming, then there may also be a need for HSS to generate charging information.
Proposal 2.3.7: Depending on operator configuration HSS may generate charging information. 

Charging concepts are not in SA2’s remit. Therefore, the following options exist to progress this issue further:

1. Do nothing in SA2. This means: No explanation for charging principles when the SCEF is employed for MONTE in SA2 specs. No LS OUT to SA5 explaining these principles. SA5 is expected to follow their normal course of action to open a SID/WID to study this further.

2. SA2 specs (23.682) include a high-level section on “Charging Principles” documenting proposals 2.3.1 – 2.3.4 above. SA2 sends LS to SA5 explaining the above, and requests SA5 to progress the work.
3. SA2 specs (23.682) include a high-level section on “Charging Principles” documenting proposals 2.3.1 – 2.3.4 above. SA2 does not send an LS to SA5. SA5 is expected to follow their normal course of action to open a SID/WID to study this further.
Proposal 2.3.7: Adopt /3/ above, i.e. SA2 specs (23.682) include a high-level section on “Charging Principles” documenting proposals 2.3.1 – 2.3.7 above. SA2 does not send an LS to SA5. SA5 is expected to follow their normal course of action to open a SID/WID to study this further. 
2.4 Transfer of Continuous Reporting Parameters to NEs

Issue#4: Whether parameters for continuous reporting are required to be transferred from the SCEF down to the HSS/MME/SGSN or kept at the SCEF was not agreed.

In the MONTE TR conclusion, it was agreed that two parameters, duration and max# of reports, would be included as criteria for monitoring events which required continuous reporting. These criteria were a means to define a predictive number of monitoring event reports after which the configured monitoring event was assumed to no longer be configured.

Depending on the Monitoring Event, Monitoring Event Reports can be generated by the HSS, or by the MME only, or by the SGSN only, or by the MME + SGSN. Although Rel-13 MONTE defines 7 Monitoring Events, the SCEF framework was designed to be extensible. Other Rel-13 work items such as HLCom have already agreed to define “new” MONTE events, e.g. downlink data reachability. Rel-14 and beyond may define additional MONTE events. Therefore, it is beneficial to agree to a uniform mechanism of distribution of continuous reporting parameters for allowing deterministic system behaviour.
In general, there are two ways to deal w/ continuous reporting:
1. Reporting entities (HSS/MME/SGSN) ARE sent continuous reporting criteria. At conclusion of the reporting criteria, configured Monitoring Event terminates.

2. Continuous reporting criteria ARE NOT sent to reporting entities (HSS/MME/SGSN). SCEF keeps track of the reports. Upon expiration, SCEF removes the configured Monitoring Event.
Adopting /1/ implies each involved Reporting Entity is deterministically aware of termination criteria and can perform the event clean-up action on its own. This saves unnecessary signalling between the SCEF and reporting nodes. 
There are certain cases where both serving nodes MME and SGSN are involved, and the event report termination criteria is evaluated independently by each involved node. For example: 
· Continuous location reporting event for cell change is requested with “Max# of reports” = 10
· The SCEF sends “max# of reports” down to the MME + SGSN via the HSS.
· If the UE keeps moving between EUTRAN and UTRAN, then at every cell change within ISR-activated RA/TA both the MME and the SGSN will employ their own version of the “max# of reports” parameter.
· For non-ISR cases, there is no problem. This is because the SCEF will get the Monitoring Event Report regardless. So, the SCEF can keep track of when termination criteria for a given Monitoring Event is reached and delete the event from the involved nodes. Alternatively, if ongoing termination criteria is stored in MM context, then it can be transferred amongst nodes at every Context Transfer or Handover. 
· For ISR cases, as UE can move between EUTRAN and UTRAN/GERAN in the same TA/RA w/o additional signalling, continuous reporting criteria if Max# of reports based will cause different counter decrements on MME and SGSN respectively. Here, the only option to terminate properly would be for the SCEF to keep track of Monitoring Event reports received thus far. But, this is against MONTE TR conclusion. So, to handle this case would mean SCEF performs “Update” procedures upon termination. Note, SCEF is not aware of ISR status. Hence, it is expected that it run the termination counters as well.
With /1/, if  the HSS loses context due to e.g. HSS restart
, then the SCEF will have to re-provision the configuration request. If scenarios such as MME/SGSN restarts, or UE detachment, etc. are easily handled because the HSS already stores the parameters received in the Monitoring Request. However, restart scenarios are out of SA2 remit. Hence, Stage 3 can look into restart aspects as part of normal working procedures.
Adopting /2/ implies that the reporting entities (HSS/MME/SGSN/PCRF) cannot, without assistance from the SCEF, terminate continuous reporting by themselves. If for some reason the SCEF loses context information about configured monitoring events or the SCEF becomes unavailable for a duration of time, then reporting nodes may unnecessarily keep generating event reports (depending on how Stage 3 designs protocol aspects of T6a/b). However, adopting /2/ works when there is a transfer from one serving node to another. During Attach it will not be transferred. There are optimizations for M2M where the UE performs IMSI attach always, i.e. no old node. Some M2M devices just attach for a while and then detach. So the procedures we have so far would need extension to get the actual parameters again from SCEF. I.e. configuration in serving node would be from the SCEF and not the HSS. 

Stage 3 work will also need to include managing an SCEF restart insofar as a re-initialization of S6t will be required. Some configured events that are already limited in number of reports or time and that have the report(s) going to a different SCEF Address than that of the restarting SCEF may be allowed to continue, depending on stage 3 design.

Therefore, it seems reasonable to adopt /2/.
Proposal 2.4.1: The SCEF does not send continuous reporting parameters down to the reporting nodes (HSS/MME/SGSN). SCEF tracks termination criteria for each Monitoring Event. When SCEF determines the termination criteria for a Monitoring Event to be satisfied e.g. if Monitoring Duration expires OR when Max# of Reports are received, it removes the Monitoring Event from configured node(s).

2.5 Update (Recall/Replace) procedures
Issue#5: Whether and how to support Update (recall and/or replace and/or both) procedures for already configured MONTE events.

It is agreed that it shall be possible to perform the following operations on a previously configured Monitoring Event:

1. Replace the configured Monitoring Event w/ a new one

2. Remove (Delete) the configured Monitoring Event. Note, recalling a monitoring event is the same as removing/deleting the event
The Update procedure is a way for the SCEF to modify a configured Monitoring Event. 
The Delete procedure is a way for SCEF to remove a configured Monitoring Event.

The SCS/AS may choose to perform these procedures at any time, and so a mechanism needs to be in place in the 3GPP network to accomplish event changes. 
The Update procedure could be a complex operation if it were to allow the replacement of some of the parameters, deletion of some parameters, or addition of some parameters for a Monitoring Event. However, a reasonable simplification can be that the Update procedure is expected to entirely replace an existing Monitoring Event that has been configured.

Proposal 2.5.1: The MONTE Update procedure to allow modification of a configured Monitoring Event shall be supported.

Proposal 2.5.2: The MONTE Delete procedure to allow deletion of a configured Monitoring Event shall be supported.

Proposal 2.5.3: The MONTE Update and Delete procedures may be triggered by the SCEF autonomously (e.g. upon expiration of continuous reporting criteria or change in SCEF configuration) OR explicitly when triggered by the SCS/AS.

An Update procedure may be triggered to change one or more parameters pertinent to the configured Monitoring Event. There are two possible ways to perform such an operation:
1. Provide only the list of changed parameters 

2. Provide the entire list of parameters including the changed parameters

/1/ has the benefit of keeping the on-the-wire message size, and processing overhead of protocol encapsulation/decapsulation to a minimum. However, indication of the nature of the change to parameters e.g. Delete param1, edit param2, adds logical complexity to the implementation.
/2/ has the benefit that identification of changed parameters is easier compared to /1/. The drawback is on-the-wire message size, and processing overhead of protocol encapsulation/decapsulation increases.

/2/ is proposed for adoption.

Proposal 2.5.4: The MONTE Update procedure shall include all parameters sent during the configuration procedure including the parameters which need modifications. This makes the Configuration procedure equivalent to Update procedure with the exception of SCEF-Reference-Id being a new unique value for initial configuration and the same value as the initial configuration when performing an update. As a consequence, during Stage 2 specifications, these two procedures will be combined for brevity purposes.
For a given UE, multiple MONTE events may be active at the same time. It may possible that for the same UE one or more of the configured Monitoring Events need to be updated where others need to be deleted. If the changes to these Monitoring Events are triggered by SCS/AS at the same time, then multiple Update and Delete procedures may be combined in a one-step operation by the SCEF. However, the details are left for Stage 3.

Proposal 2.5.5: If multiple MONTE Update procedures for the same UE are triggered at the same time, then it may be possible to optimize signalling by combing the procedures. Details are left to Stage 3.

Proposal 2.5.6: If multiple MONTE Delete procedures for the same UE are triggered at the same time, then it may be possible to optimize signalling by combing the procedures. Details are left to Stage 3.

Proposal 2.5.7: If multiple MONTE Update and Delete procedures for the same UE are triggered at the same time, then it may be possible to optimize signalling by combing the procedures. Details are left to Stage 3.

Proposal 2.5.8: Proposals 2.5.5 – 2.5.7 may be supported when dealing with Update and/or Delete procedures for multiple configured Monitoring Events. The decision (which in part depends on protocol of choice for S6t, T6a/b) is left to Stage 3.
2.6 Open issue on # of UE(s) in a given area
Issue#6: Per TR agreement, whether current-location for MONTE event of # of UE(s) in a given area needs to be supported?
This issue, and the corresponding stage 1 requirement, are stated in very general terms and do not differentiate among types of UEs. There are two dimensions to consider:

1. State of the UE: When attached to the network, a UE can either be in ECM_IDLE o
r ECM_CONNECTED state. 
2. Required correctness of location: Either “current” or “last known”.
If we assume that “last known” location is requested and used, then the MME can report the UEs that were in the specified area as of the last TAU/RAU or other activity without incurring additional RAN signalling loads.

To use “current” location will require that the MME verify that all UEs are still within the specified area, e.g., by paging them. Some UEs may be in PSM/eDRX and not responsive for long periods of time. Therefore, if “current” location is assumed, the response to a request may be delayed by minutes or even hours. 
However, it is assumed that the application and/or SCS/AS has requested this information for a reason
. The 3GPP system may not have visibility into the nature of the use-case which resulted in the request being sent by the SCS/AS. Therefore, it is reasonable to assume that flexibility should be allowed in the SCS/AS to request “current” or “last known” location. It would be up to the SCEF and MME/SGSN, depending on the operator configuration, to accept or reject the request.
Now, if “current” location is requested, then it could mean one of the two things:

1. Current location for ALL users belonging to the particular geo-criteria on the involved MME/SGSNs

2. Current location for CONNECTED mode users belonging to the particular geo-criteria on the involved MME/SGSNs

/2/ involves invoking S1/Iu- location reporting for only CONNECTED mode users.

/1/ involves paging affected UE(s) 
first following by S1/Iu- location reporting for only CONNECTED mode users.

For obvious reasons, /1/ is worse that /2/. However, an operator may choose to support one or both methods (depending on a number of criteria such as network loads, density of deployed RAN nodes, capacity of MME/SGSNs, etc.). This can easily be made a matter of configuration on either the SCEF or the MME/SGSN or both (in case the operator of the PLMN of the SCEF is different from that of PLMN of the MME/SGSN).

Proposal 2.6.1: When requesting “The number of UEs in a given area” it shall be possible to allow distinction of whether “current” or “last known” location is being requested by the SCS/AS.

Proposal 2.6.2: Depending on operator configuration, it shall be possible for the SCEF and/or the MME/SGSN to reject event configuration for “The number of UEs in a given area” made with either “current” or “last known” location.

Proposal 2.6.3a: Depending on operator configuration, it shall be possible for the SCEF and/or the MME/SGSN to support event configuration for “The number of UEs in a given area” made with “current” location to apply to CONNECTED mode UEs only. OR
Proposal 2.6.3b: Depending on operator configuration, it shall be possible for the SCEF and/or the MME/SGSN to support event configuration for “The number of UEs in a given area” made with “current” location to apply to CONNECTED mode UEs only or to IDLE mode UEs as well.
<</2.6.4/ is conditional to acceptance of /2.6.3b/>>
Proposal 2.6.4: For when /2.6.3b/ is employed, it is assumed that SCEF is aware about all MME/SGSN's, belonging to the supported PLMN, level of support for this event (Eg whether current or last known location or both are supported, whether current location is supported for CONNECTED mode UEs only, or IDLE mode UEs as well etc) by configuration means. 

2.7 Open issue on RAU/TAU timer negotiation

Today, the “optimised/long periodic TAU timer feature” 23.401: clause 4.3.17.3 requires that for UEs in the HPLMN, the subscribed TAU timer is always allocated to the UE by serving nodes if provided by the HSS. Note, local values configured at MME may override the ones provided by HSS. In Release-13 we have MONTE features/events where service requestors rely on getting the requested time value allocated to the UE. For example, it makes no sense to let the serving node change a short requested TAU timer that shall detect loss of connectivity to say 1 hour. Any burglar, vandalism or jamming detection that wants to use that monitoring feature brings unpredictable results, i.e. the feature is useless when the requestor cannot rely on getting the requested time.

Proposal 2.7.1 When the subscribed timer cannot be supported/allocated by the serving node to the UE, i.e. when locally configured values are preferred over subscribed values, the request shall be rejected by MME/SGSN with an acceptable time value. 

Another open issue discussed during SA2#108 was the case where 2 different applications request different reachability timers. Two options exist here:

1. The HSS always rejects subsequent requests to alter UE reachability

2. The HSS, depending on operator configuration, may accept subsequent requests to alter UE reachability. In this case, the HSS shall request removal of the previously accepted configuration request.

Situations that may be affected include:
a. The UE may have been given a long sleep period (PSM, eDRX) by the MME/SGSN, and the subsequent request is for a shorter UE reachability period.

b. The UE may have been given a shorter sleep period by the MME/SGSN, and the subsequent request is for a longer UE reachability period.

c. The UE may be known to the HSS but is currently not attached to any PLMN, e.g., a UE that wakes up very infrequently, attaches, performs necessary actions, and then again detaches.

Proposal 2.7.2: (proposal /2/ above) The HSS, depending on operator configuration may accept subsequent requests to alter UE reachability. In this case, the HSS shall request removal of the previously accepted configuration request.
3. Conclusions
<< copy proposal agreements for each section here as a final word>>
�Online charging discussed to be excluded?


�HSS restart is a very rare event e.g. compared to SCEF restart.


�As statistics and optimizations may be applied in the reporting nodes using the continuous reporting parameters e.g. at load situation to decide whether to serve the request. Also, e.g. HSS is considered more reliable than the SCEF.


We propose to go with option 1, but also to allow SCEF tracking and SCEF can send outstanding # of reports in acknowledgements to avoid any negative effects of multiple serving nodes.


�


For MME/SGSN all procedures (session, mobility) are per UE. There are no such procedures that are area centric supported. The SGSN/MME is structured handling procedures per UE basis and not per area. 





SGSN/MME handles UEs in Connected mode during mobility, it is the SGSN/MME responsibility to in real time handle the UE and its location. For UEs in Idle they are not treated in the same way in real time. Combining area centric request with UEs in Idle is not suitable for an entity focusing on high capacity mobility. 





Combining make it not suitable to retrieve and include IDLE UEs for the location area reports.





�How can the SCS/AS know what is implied by current or last known location (as it is dependent on 3GPP network and on past activities e.g. allocated PTU timers etc)?


What does “current” mean if some UEs are in power saving, i.e. is it at the point of the request or when the UE is replying? It seems like it will be nearly impossible to get a correct result.


�For a network, current location of a UE is not an exact science. UEs in Idle moving in/out don’t report eNB/cell changes. Therefore it is not possible to know which UEs to page, in a specific eNB/cell. What is needed is to page in a larger area such as RA or TA to get all the UE that has visited a specific eNB/cell within a reasonable time, and then filter out responses from the specific eNB/cell. This will cause tremendous signalling. Therefore paging is not a sufficient method to retrieve the number of UEs in an eNB/cell or any other areas.


�Why is there a need to differentiate inbound roamers when counting?
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