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Abstract of the contribution: This contribution shortly discusses the status of UE-UE Relay work in SA2 (ProSe) and SA6 (MCPTT). The objective is to point to possible discrepancies between the work on ProSe UE-UE relays in SA2 and MCPTT UE-UE Relays in SA6.
1
ProSe UE-UE Relay status in TR 23.713
The Rel-13 technical report on ProSe (TR 23.713) currently has two separate placeholders for studying solutions on ProSe UE-UE relays:
7.3
Solution for ProSe UE-UE Relays (stateful relay selection)

7.4
Solution for ProSe UE-UE Relays (stateless forwarding)

In addition, TR 23.713 also contains a solution for ProSe UE-UE Relay discovery:

6.1.2.4
UE-to-UE Relay discovery
Although there is currently no clear definition of the exact meaning of “stateful” and “stateless”, from the existing text it can be at least inferred that a “stateless” relay does not rely on prior relay selection, whereas a “stateful” relay does rely on it.
The “stateless” relay described in TR 23.713 clause 7.4 performs retransmissions if it is configured to act as ProSe UE-UE Relay, without knowing whether there is any other UE in vicinity that may also be configured to act as a ProSe UE-UE Relay. As a result, each packet may be retransmitted several times unnecessarily. The number of retransmission hops is limited to 1 by using the TTL field in the IP packet header. While the solution description of the “stateless” relay may be considered complete, there is a still an unresolved concern related to its performance:
Editor's note:
It is FFS how the amount of flooding can be reduced beyond the one-hop forwarding limitation. With the current proposal if there are X UEs that are all within each other's range and are all enabled or configured to act as a UE-to-UE Relay there will be (X-1) redundant retransmissions.
In contrast, the “stateful” relay clause 7.3 in TR 23.713 is mostly empty. It basically states the principle that the (“stateful”) ProSe UE-UE Relay is selected based on prior ProSe UE-UE Relay discovery (presumably using the procedure defined in clause 6.1.2.4):
-
The selection of a ProSe UE-UE Relay shall be based on ProSe Direct Discovery on the PC5 interface.

However, the solution still lacks detailed description. Specifically, there is currently no description on how the IP network (connecting the initiating UE, the UE-UE Relay and the target UE) is formed.
2
MCPTT UE-UE Relay status in TR 23.779
The Rel-13 technical report on MCPTT (TR 23.779) currently has a single placeholder for studying Off-Network solutions (clause 5.1). This placeholder is used for both MCPTT UE-UE Relay solutions and for basic (non-relayed) MCPTT direct communication.
The TR currently contains one “stateful” MCPTT UE-UE relay (solution 1-2 in clause 5.1.2) and one “stateless” MCPTT UE-UE Relay (solution 1-3; clause 5.1.3):
5.1.2
Solution 1-2: Off-Network MCPTT Service using ProSe UE-to-UE relay
5.1.3
Solution 1-3; Application Level Device to Device Relay Operation for off-network MCPTT
The “stateful” MCPTT UE-UE Relay builds on top of an established local IP network that is presumably provided by the “stateful” ProSe UE-UE Relay. While the description of IP network formation in the ProSe UE-UE Relay is still missing from TR 23.713, the work on MCPTT and ProSe seem to complement each other.
In contrast, the “stateless” MCPTT UE-UE Relay is implemented at the application (MCPTT) level, as indicated in its name. It does not rely on the transport service provided by the “stateless” ProSe UE-UE Relay (i.e. 1-hop blind retransmission), because it makes retransmission decisions at the application layer. The only ProSe transport service that the MCPTT UE-UE Relay requires is the one-to-many ProSe Direct Communication defined in Rel-12. In other words, the MCPTT UE-UE Relay does not seem to be compatible with the ProSe UE-UE Relay.
This said, the ProSe UE-UE Relay can still co-exist with the basic MCPTT Off-network solution (solution 1-1; clause 5.1.1):
5.1.1
Solution 1-1: Distributed Mesh Support for MCPTT off-network MCPTT Group Calls
3
Discussion and Proposal
The main purpose of this paper was to point to the status and potential discrepancies in the SA2/SA6 work on UE-UE Relay.
It should be noted that the ProSe UE-UE Relay topics are making slow progress in SA2. One of the reasons is that the RAN groups have explicitly excluded any work on ProSe UE-UE Relays in Rel-13. While this decision was made as far back as Dec 2014, SA2 have proceeded with work on ProSe UE-UE Relays with the understanding that there will be no RAN impacts.

In our view the SA2 work on UE-UE Relays so far has shown no standardisation impact on RAN specifications (beyond the already identified impact to support other Rel-13 features, such as the ProSe UE-NW Relay), however, there are probably other opinions.

We expect that SA6 should take the lead in driving the work on UE-UE Relays. In particular, we think that SA6 need to take the lead on the UE-UE Relay work and in particular:

· determine how important it is to complete the work on MCPTT UE-UE Relays in Rel-13.
· decide whether a “stateful” or “stateless” MCPTT UE-UE Relay (or both) is needed in Rel-13.

· clarify the expectations from the ProSe transport service to support the selected MCPTT UE-UE Relay type.

Regarding SA2 we would recommend completing the description of the “stateful” ProSe UE-UE Relay based on input provided for this meeting (S2-151759) and then pause the work on ProSe UE-UE Relays until SA6 provides clear guidance on the expected ProSe transport service for support of the MCPTT UE-UE Relay.
=================Excerpts from TR 23.779=================

5.1
Off-network Operations

5.1.1
Solution 1-1: Distributed Mesh Support for MCPTT off-network MCPTT Group Calls

5.1.1.1
Functional Description

The solution described in this clause is illustrated in Figure 5.1.1.1-1.
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Figure 5.1.1.1-1: High-level architecture view for off-network MCPTT Group Calls

GC-off-network is the inter-UE application level interface connecting the MCPTT clients for off-network operation (MCPTT off-network clients).

Editor’s note:
It is FFS how to represent and support non-fully connected mesh networks. 

A MCPTT off-network client when supporting MCPTT Group Calls has the following characteristics:

-
It runs on top of the ProSe One-to-Many communication service defined for PC5 in Rel-12.

-
It has functionality for fully decentralised floor control.

-
It may support functionality for location, presence, group management, and status reporting, as identified in the Stage 1 requirements.

5.1.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.1.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.1.1.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 

5.1.2
Solution 1-2: Off-Network MCPTT Service using ProSe UE-to-UE relay

5.1.2.1
Functional Description

The solution described in this clause assumes that Off-Network MCPTT Service using ProSe UE-to-UE Relay is supported with a centralised MCPTT server residing in the ProSe UE-to-UE Relay, as illustrated in Figure 5.1.2.1-1.
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Figure 5.1.2.1-1: High-level architecture view for off-network MCPTT with ProSe UE-to-UE relay
In reference to Figure 5.1.2.1-1, the Remote UEs (UE-1 and UE-2) are out of each other’s transmission range, but are both within the transmission range of the Prose UE-to-UE Relay (UE-R). UE-1 and UE-2 are able to communicate with each other using the communication service provided by the UE-to-UE Relay.

The solution for off-network MCPTT with ProSe UE-to-UE relay described in this clause has the following salient features:

-
Off-network MCPTT with ProSe UE-to-UE relay (similar to on-network MCPTT and UE-to-network relay MCPTT) relies on a centralised architecture where the MCPTT service is provided to the MCPTT client via the MCPTT server residing in the Remote UE and Prose UE-to-UE relay, respectively.

-
The MCPTT server residing in the ProSe UE-to-UE relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-off-network) towards the Remote UE.

Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]).

-
The ProSe UE-to-UE relay (including the MCPTT server) may be perceived as a Layer-7 relay.

NOTE 1:
The MCPTT server function may reside in a Remote UE, noting that this would lead to a suboptimal usage because every GC1-off-network hop would involve two PC5 hops. Another reason for collocating the MCPTT server function with the Layer-3 Relay (UE-R) is to allow UE-R to advertise the collocated MCPTT server capability.

NOTE 2:
The solution is intended for scenarios where there is a suitable candidate that can serve as Prose UE-to-UE relay (e.g. high-power vehicle-mounted UE).

NOTE 3:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication and point-to-point link establishment, IP address/prefix assignment) of the Relay are described in 3GPP TR 23.713 [6]. The present document focuses primarily on GC1-off-network aspects.
NOTE 4:
The ProSe UE-to-UE relay (in absence of the MCPTT server) is a layer-3 relay (i.e. an IP router). It provides basic IP connectivity to the Remote UEs (UE-1 and UE-2).

5.1.2.2
Procedures

5.1.2.2.1
General

The following procedures are described with call flows:

-
Registration for MCPTT service and establishment of MCPTT communication session: describes how the MCPTT client residing in the Remote UE registers for MCPTT service with the MCPTT server residing in the Relay. The procedure also describes how a Remote UE (UE-1) establishes an MCPTT group session with another Remote UE (UE-2) or joins an established MCPTT Group session.

-
Floor control: describes how floor control is arbitrated by a centralised floor controller residing in the MCPTT server.

5.1.2.2.2
Registration for MCPTT service and MCPTT Group communication setup

Outlined in Figure 5.1.2.2.2-1 are the control plane procedures for MCPTT client registration and MCPTT Group communication establishment in the presence of a Prose UE-to-UE Relay.
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Figure 5.1.2.2.2-1: Registration for MCPTT service and MCPTT group communication setup

1.
The Remote UE (UE-1) performs ProSe UE-to-UE relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with the Relay. In the process UE-1 is also assigned an IP address/prefix by the Relay. After completion of this procedure there is basic IP connectivity between UE-1 and UE-R.

NOTE 1:
Step 1 will be entirely described in 3GPP TR 23.713 [6].

2.
The MCPTT client in UE-1 registers with the MCPTT server residing in UE-R by sending a SIP REGISTER message. The message also carries the personal application-layer identifier of the requesting user (e.g. john.doe@firstresponder.com).

3.
The SIP registrar functionality in the MCPTT server records the request by associating the IP address of UE-1 with the personal SIP URI of the registering user and sends an acknowledgement.

4.
UE-1 indicates its affiliation with MCPTT groups with which it wishes to engage in MCPTT group communication. The MCPTT group is identified via a Group ID i.e. an MCPTT group specific URI (e.g. fire.brigade75@firstresponder.com).

NOTE 2:
The user of UE-R may or may not be a member of the requested MCPTT Group. It is up to the user of UE-R to decide whether a non-member UE-R shall be authorised to act as Prose UE-to-UE relay.

5-8.
The corresponding steps for UE-2 are performed.

9.
The MCPTT server in UE-R may now start sending SIP INVITE (MCPTT Group Y) messages to the registered MCPTT clients.

NOTE 3:
If the user of UE-R takes part in the MCPTT group communication as an MCPTT Group member, UE-R may send the SIP INVITE message to the MCPTT clients as soon as they register (e.g. step 9b could be performed right after step 4).

NOTE 4:
In case UE-1 and UE-2 wish to engage in MCPTT private (one-to-one) call, the SIP INVITE message in step 9 is sent by either UE-1 or UE-2 and contains the personal SIP URI of the called user (instead of an MCPTT Group ID).

10.
OK messages.

11.
At this point UE-1 and UE-2 may engage in an MCPTT communication session.

NOTE 5:
In case of MCPTT group communication the MCPTT server receives content from one UE and distributes it to the group. In case of an MCPTT private call the relay operation can be equivalent to IP routing.

5.1.2.2.3
Floor control procedure

Outlined in Figure 5.1.2.2.3-1 is the floor control procedure (only for applications that need it).
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Figure 5.1.2.2.3-1: Floor control procedure

The call flow is largely self-explanatory and needs no step-by-step description. The following assumptions apply:

-
Floor control messages (Floor Request and Floor Grant in Figure 5.1.2.2.3-1) may be based on the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9].

-
Floor control requests are arbitrated by a centralised floor control server collocated with the MCPTT server.

5.1.2.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
PC5 needs to be enhanced as part of Rel-13 work item eProSe-Ext to support the following (also refer to step 1 and step 5 in Figure 5.1.2.2.2-1):

- Relay discovery

- one-to-one communication (including PC5-level mutual authentication between the Remote UE and the Relay UE, as well as IP address assignment).

-
One-to-many communication over PC5 defined in Rel-12 is needed only if multicast delivery is required over PC5.

-
The Relay UE needs to support IP router functionality.

Application-level considerations:

-
MCPTT server residing in the Layer-3 UE-to-UE relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-off-network) towards the Remote UE.

-
Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]), the Relay serving as the floor arbitrator.

Editor's note:
The security aspects at GC1-off-network level in this architecture are FFS. This includes end-to-end authentication between UE-1 and UE-2 (if needed), mechanism allowing a UE to assert its affiliation with a specific MCPTT Group and mechanism for end-to-end security (UE-1 to UE-2) that would prevent a non-member Relay to eavesdrop on the MCPTT Group communication (if needed). Note that both UE-1 and UE-2 have already been individually authenticated by the ProSe UE-to-UE Relay at PC5 layer upon establishing the secure point-to-point link with the Relay, as described in 3GPP TR 23.713 [6].

5.1.2.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
5.1.3
Solution 1-3; Application Level Device to Device Relay Operation for off-network MCPTT

5.1.3.1
Functional Description

An MCPTT UE will be receiving the communications relevant to its group. That means the information will be passing into the Application Level of the device. Relaying the information received will therefore not impose any unwanted receive burden on the relaying UE. The implications for the transmit side need to be considered.

Relay transmissions for an MCPTT UE are useful if:

· The relaying device can receive the intended communication stream

and

· There is a device in reception range of the relaying device which cannot directly receive the intended communication stream

and

· There is no better device able to relay the communication

This clause builds on the operation described in 5.6.1.1; off-network Floor Control to describe how application level relay can be used in the UE to help communicate with devices that would otherwise be out of range.

5.1.3.1.1
Detecting the Relay opportunity
To ensure communication is only relayed when needed, there has to be an approach to discovering the need for relaying. This turns out to be quite straight forward using the Limited Precedence Based off-network Floor Control Approach. 
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Figure 5.1.3.1.1-1 shows the initial communications approach from 5.6.1.1 where the connections between UEs are as shown in Table 1 of that clause. In the figure it can be seen that UE H receives ACKs from UEs E, F and G but did not see the initial communication. This is an indication that UE H could join the communication if one of the UEs E-G would relay the communication from D. The additional information elements (Relay value, numhops and Relay qty are described below).

Editor’s note:
The messages Originate and Ack in Figure 5.1.3.1.1-1 are the messages defined in 5.6.1.1 Limited Precedence Based; off-network Floor Control so the messages are not independently defined here. According to this proposal the message called Ack could also have the addition of parameters Relay value, numhops and Relay qty to support decision making for relaying as described further in this proposal.

Editor’s note:
It may be desired to remove or reduce the occurrence of Ack messages or to only have some UE offering themselves as relays in which case this proposal could utilise a Relay Offer message in place of the Ack message to be sent from UE that are offering themselves as a relay. The function would continue as in this proposal.

Exactly the same approach works for subsequent messages as part of an on-going communication. When UE H sees Acks but not the message being Acked there is an opportunity for relay which can be started part way through a talk spurt. There are also other conditions that a UE can use to detect a relay opportunity for example receiving a Collide message or a Relay Request, Relay Response or Relay Accept message without receiving the main communication would also suggest a Relay opportunity. In case of Collide the UE is best to wait for the communication to get established without contention and then, at the first opportunity, request a relay. For the other situations, because the OrigID is known, the UE could just start its own Relay Request to the UE(s) sending the message(s) it has received.

It may be desired to include a “keep alive” approach for maintaining links in the MCPTT group. In this case signalling for the keep alive could also be structured to support the same approach for detecting relay opportunity in preparation for active communication. Any keep alive approach will have to take account of the fact that the routing choice may be different for different source UEs (talkers).

To enable better and earlier estimate of relay potential and possibly for other link management reasons, the Ack messages could contain a Link value parameter (Relay value). Link value is a measure of the link margin of the received link. In Figure 5.1.3.1.1-1 above, the Relay value sent by device F (for example) is a measure of the link margin from D to F (and vice versa), measured by UE F when it received the message from UE D.

Editor’s note:
The availability of signal strength measures or link quality from lower layers available at the application layer needs to be confirmed for the Relay value parameter to work as described here. If this is not available the link quality aspect will need to be reconsidered.

For support of multi-hop relay and continuous confirmation of best link behaviour, an additional information element (numhops) can optionally be appended to the Ack message so that devices can check if there are better relaying options for a given communication. Numhops is the number of links in the chain from the originating UE. In the case of F in Figure 5.1.3.1.1-1 it will send 1 as there is only 1 link (the direct link). It should be noted that communication links are expected to change regularly due to mobility. If numhops is not included in the Ack message the receiving UE assumes 1 hop.

To enable quicker selection of optimised routing, the Ack messages could contain a parameter to indicate the number of devices the UE is already relaying for (Relay quantity). Therefore if device F is already relaying messages from UE D to 3 other devices it will send Relay quantity = 3.

5.1.3.1.2
Establishing UE to UE relay links
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Figure 5.1.3.1.2-1: Establishing Relay Links
Message: Relay Request

When an off network MCPTT UE sees an ACK (or other message see 5.1.3.1.1 above) associated with its group but does not see the message being Acked or responded to (UE H in figure 5.1.3.1.2-1), it asks for relay support by sending a Relay Request.

The Relay Request includes the requesting UE OwnID.

The Relay Request identifies the communication stream being requested by including the OrigID. This is because any one UE may need different devices to relay for it according to the source UE.

The Relay Request includes a list of AckIDs which is the list of OwnIDs that it has detected as candidates to provide relay. The receiving UE can populate the Relay Request message with only a subset of received AckIDs. One reason for doing so would be if there are good relay opportunities with low numhops, devices already relaying or sufficient devices with high Link value parameter received and with good local link margin. In this case it can eliminate devices with worse numhops, Relay quantity, Link value or poor receive margin however it should take care to be able to make an optimised selection from the device that remain selected.

Message: Relay Response

UEs that see the Relay Request directed to them (their ID is in the list of AckIDs) will have received the original message because they have sent an Ack. These UEs have already calculated a value for link goodness (Relay value) to/from them to the Originating UE. They respond with a Relay Response. In any case, and for future compatibility, it is best for each UE to save the last set of values (Relay value, Relay quantity and numhops) they have received related to the link between them and each of the other Originating UEs. These stored values should also have an elapsed time stored against them to assess currency/staleness of the data. The stored value can be used in Relay Response responses and perhaps other uses such as keep alives or routing optimisation.

Relay Response includes Relay value which is based on all links to/from the Relay UE to Originator and the link margin based on, for example, signal strength. The Relay value to be replied to the requesting UE is the margin before the link from the originating device to the relaying device is lost. The rationale behind this is that assuming users are mobile it is better to choose a user who can support both links for the longest possible time. The Relay value equates to the margin before the weakest of all the links in the chain breaks.

Relay Response optionally includes the Relay quantity parameter which indicates the number of UEs the device is already relaying for. It is better to limit the number of UEs having to relay so it is preferred to use fewer UE relaying to more users. If Relay quantity is omitted the receiving device assumes 0, that is, the UE in question is not at this stage relaying for any user. Priority is given to select a UE for Relay that is already relaying.

Editor’s note:
It is FFS whether any other UE that has received the original message and the Relay request but is not in the list of AckIDs should offer a Relay Response.

Relay Response optionally includes a value, numhops, which indicates the number of hops so far on the receiving link from the source UE to the UE sending the parameter. If it receives the talk spurt directly then it is 1 hop, if it is already relayed by one other device then it is 2 hops… This is optional in so far as the system could be configured to only allow one hop and in this case the UE would send Relay Reject if it was already served by Relay. If numhops is omitted then a value of 1 is assumed.

As mentioned in 5.1.3.1.1 it would be possible to indicate the numhops in the normal Ack message in which case the requesting UE could limit its request to those providing the best options.

Message: Relay Accept

The UE requesting relay support monitors the responses. It calculates a link margin for each response based on the received Relay value and the received signal strength as described in 5.1.3.1.7 to form new Relay values for each possible route. The device then selects the best UE to act as relay by the following; 

· For any routes with Relay value greater than [10]dB, the device chosen is the one with lowest numhops.

· If more than one device have the same numhops value, the device chosen is the one with highest Relay quantity,

· If multiple devices have equal numhops and Relay quantity, the device chosen is the one with highest Relay value.

· If no route has Relay value greater than [10]dB, the device chosen is the one with highest Relay value.

· In case more than one device have exactly the same Relay value (this could happen if multiple relay opportunities exist which all go through the same one relay closer to the Originator and that Relay value is low) the device chosen among those with the same Relay value is the one with best numhops, then Relay quantity. If equivalent choices remain then any one can be chosen.

The UE requesting relay sends Relay Accept for the Originator and chosen relaying device.

The Relay Accept message includes the identity of the UE requesting the relay.

The Relay Accept message identifies the communication stream being requested by including the OrigID.

The Relay Accept message includes the AckID of the UE it has selected to act as a relay.

Action on response of Relay Accept:

The chosen UE then considers itself as relaying for future communications from the OrigID (to the RemoteID) and from the RemoteID (to the OrigID). Relayed packets will include the same information as the original packet, except that it will send using its own ID, add a Relay indication and identify the ID of the source device as OrigID.

The relaying UE relays messages where the OrigID matches its list of devices to relay for. In the case described above, perhaps UE F is the best and it relays comms from D (so that H can receive) and comms from H (so that D can receive). In this way Acks get relayed back to the originator as would Capture requests. The UE relay does not relay already relayed messages according to the relaying device ID but only according to the OrigID.

The resources used for relay transmission should be pre-configured and different from the resources used for either the main communication or the supporting signalling. They could all be separated in time within a repeating time period. Three separate opportunities (original and two different relay opportunities) are required to avoid interference.
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Figure 5.1.3.1.2-2: Example Relay Operation

There are different classes of messages, some which get relayed and some of which do not. The messages that do not get relayed are Local Relevance messages. These only have significance for the one local hop. These messages are:

· Relay Request

· Relay Response

· Relay Accept

· Relay Deactivate

· Relay Deactivate Complete

All other messages do get relayed if the conditions for relaying are met (basically there is a column in the routing table for the Originating ID or for the Relay ID). A relayed message keeps the same message type and characteristic but there is an indication included that the message has been relayed and the identity of the relaying device. Speech packets include the Originator ID and are routed according to a table for Originating UEs.
Next hop replaces relay ID

The device being relayed will receive messages relayed through its chosen relay. It may receive those messages through other relaying devices. It is acceptable to receive messages from relays other than the intended one but if this situation persists and the other connection seems more reliable the UE should formally establish this new link terminate the previous link.

Failure cases for Relay Accept:

It may be that the Relay Request message from the device collides with another Relay Request message from another device. This cannot be detected by the sending UE but the most likely result would be that some UE receive and respond to one device and others respond to the other. Some UE might be unable to receive either message.

There is also a chance of collision with Relay Response messages.

For either of the above two conditions, the device sending Relay Request will only receive Relay Response from a subset of the UE it requested response from. The sending device makes a judgement based on earlier data it received (e.g. from Acks) whether or not it has received enough replies to make a choice of Relaying UE. It does not have to be a perfect choice as optimisation will occur but in some cases it may be that the missing responses are all apparently preferred whereas the only responses received are poor. In this case the device has the choice to accept from the responses it has received and rely on optimisation or to resend the Relay Request.

5.1.3.1.3
Routing table
The Relay UE keeps a record of the bridges it holds, that is both sides, the source and destination and vice versa. This may be best described by considering UE E from the example distribution of devices from 5.6.1.1 using the following table. In this example it has been assumed that some optimising of choice of relaying device has happened to result in the details within the table.
Table 5.1.3.1.3-1: Relay Bridge List

	Originating UE
	A
	B
	C
	D
	F
	G
	H
	…

	List of relay recipients
	F
	F
	G
	H
	A
	A
	A
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	G
	H
	
	B
	B
	B
	

	
	H
	H
	
	
	
	C
	C
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When a UE is chosen to relay for another UE the relaying device adds that UE to the bridging list it contains. When, for example, UE E is chosen to relay source G communications to device C then, as it already has a column for source G, it just adds device C in the list of relay recipients, it also makes sure that UE C has a column as originating UE and adds G to its list. Now, when receiving a message, UE E just checks the header row of the table against the OrigID of the message. If there is a match, then it relays the communications. The reason for keeping the list of recipients is that when a link is deselected or expires, it deletes the entries in the table but it does not delete the column until the list is empty. Then it can delete the column and stop relaying communications for that source UE. Of course there are many ways of keeping track of the relay lists but the operation is made clear through this table.

For each Originating UE that the UE relays for, it should keep a record of the last calculated Relay value. That is, it stores the Relay value,which is the lower of the Relay value it receives from the last device in the link and the value it measures when receiving the message. This equates to the margin for the link to/from itself and is calculated and stored independently for each Originating UE. In the same way it also stores the last known numhops (adding one for the last link). These values will be refreshed for each new message received from the Originating UE. Relay quantity need not be stored.

5.1.3.1.4
Terminating a relay link
Relay links should expire with the passage of time or with no positive information. That is after [X] missed confirmation opportunities (probably missed Ack) or after time [T], the link is deactivated.

If a device discovers and establishes a better relay route or if it is switched off, it deactivates a previous relay by sending Relay Deactivate to the previously relaying UE. To avoid the risk of a device continuing unwanted relay due to a missed deactivation the Relay Deactivate message is acknowledged with a Relay Deactivate Complete message. This latter message is not acknowledged but if the device initiating the deactivation does not receive the completion message it re-sends the Relay Deactivate. This repeat is [only done once].

5.1.3.1.5
Maintaining/optimising the relay links
5.1.3.1.6
Choice of relay transmission resource

Ideally there should be three prime transmission opportunities for a main communication. These should be configured in a known relationship with each other.

The source device transmits on resource set 0. The first relay transmits on the next subsequent opportunity from resource set 1. A relay onward relaying from a device using resource set 1 will use the next subsequent opportunity from resource set 2. A device relaying on from a device using resource set 2 will use the next subsequent opportunity from the initial resource set 0. If there is a situation where a new UE would suffer interference from the originating UE and the third relay, then the new UE could act as a first UE for what had been the third relay and if that device still needs to relay for others it can become a second relay.

Therefore the resource set to be used is (N+1)MOD 3; where N is the resource set being used for the inbound data stream.

Editor’s note:
FFS and not actually the subject of this document - it may be possible for two separate group communications to share one or both relay transmission resources. This would mean there is risk of interference when multiple groups need multiple relaying devices within range of each other and when multiple groups are speaking simultaneously however it would assure a more complete use of the available resource. A more robust communication would require separate guaranteed resources for the group.

5.1.3.1.7
Parameter details
OriginatorID

OwnID

RemoteID

RelayID

Relay value is a number (effectively in dB with a resolution of [.1dB] and an accuracy of [+/- 2dB]) before the weakest link might break. It is measured from the Originating UE (source) to the device in question. A device only ever sends the Relay value that applies to a link starting/ending with itself. Any device (say device P) receiving the Relay value parameter from another device (say device Q) will have to add the contribution for the local link from itself to the other device which sent the parameter. Its own Relay value takes account of the additional link by comparing and choosing the minimum of the Relay value parameter received from the other UE with the difference in dB between the UE sensitivity level and the received signal strength for the message containing that parameter. The Relay value for this UE for the link from it to the Originating UE in question therefore continues to be (approximately) the margin in dB before the weakest link gets to sensitivity level.

Editor’s note:
The availability of signal strength measures or link quality from lower layers available at the application layer needs to be confirmed for the Relay value parameter to work as described here. If this is not available the link quality aspect will need to be reconsidered.

Numhops is an integer value representing the number of hops in a link associated with a particular source UE. A device stores and when required to do so transmits the value of numhops to let other devices know how many hops a communication has taken to get from the source UE to the device sending numhops. Devices seeking relay will tend to select the least hop route. The more hops in a route, the more delay will be introduced into the communication and the more opportunities for error and frequent reconfigurations. When a device choses a new route for a source communication stream the value of numhops for that stream is the value sent by the UE selected for relay plus 1.

Relay quantity is an integer value representing the number of next hop receiving UEs that the sending device is relaying for. This equates to the number of relay recipients in the routing table in clause 5.1.3.1.3 in the column relating to the specific Originating UE. The rationale is that when a device is relaying then it “costs” no more to relay for one more device. The new device does however need to register its interest with the relaying device so that i) its Relay quantity remains accurate and ii) it will not cease to relay if all other devices release the link. Furthermore, by reducing the number of devices transmitting for relay it will reduce the degree and probability for interference, which could result in suboptimum relay routes being chosen.

5.1.3.2
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.1.3.3
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
==============End of excerpts from TR 23.779======================
=================Excerpts from TR 23.713=================

6.1.2.4
UE-to-UE Relay discovery

6.1.2.4.1
Model A

Depicted in figure 6.1.2.4.1.1 is the procedure for UE-to-UE Relay discovery Model A.
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Figure 6.1.2.4.1.1: UE-to-UE Relay discovery with Model A

1.
UE-1 ("this UE") performs the Group Member Discovery procedure as described in figure 6.1.2.3.1.1 (Model A) or figure 6.1.2.3.2.1 (Model B). In the process UE-1 discovers UE-R as its only neighbour.

2.
UE-R ("the potential relay") also performs the Group Member Discovery procedure described in figure 6.1.2.3.1.1 (Model A) or figure 6.1.2.3.2.1 (Model B). In the process UE-R discovers two UEs in vicinity: UE-1 and UE-2.

NOTE 1:
The execution of the Group Member Discovery procedure in steps 1 and 2 is a pre-requisite for the execution of the UE-to-UE Relay discovery procedure proper that only starts at step 3.

3.
UE-R decides that it can act as a UE-to-UE Relay and announces this by periodically transmitting an Announcement message including the following parameters:

-
Type = Announcement

-
Discovery Type = UE-to-UE Relay Discovery

-
Announcer Info (i.e. an upper layer identifier for the UE-R user)

-
ProSe UE ID of UE-R (i.e. link-layer identifier of UE-R)

-
A list of "Remote User Info" parameters (including users of UE-1 and UE-2) that have been gathered during Group Member Discovery in step 2. "Remote User Info" is an upper layer parameter identifying the remote user.

4.
Based on the information received in the previous step, UE-1 decides to establish a one-to-one link with UE-R as described in clause 7.1 and engage in communication with UE-2 via UE-R (case of stateful relay selection).

6.1.2.4.2
Model B
Depicted in figure 6.1.2.4.2.1 is the procedure for UE-UE Relay discovery Model B.
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Figure 6.1.2.4.2.1: UE-to-UE Relay discovery with Model B
1.
UE-1 ("this UE") performs the Group Member Discovery procedure described in figure 6.1.2.3.1.1 (Model A) or figure 6.1.2.3.2.1 (Model B). In the process UE-1 discovers UE-R as its only neighbour.

2.
UE-R ("the potential relay") also performs the Group Member Discovery procedure described in figure 6.1.2.3.1.1 (Model A) or figure 6.1.2.3.2.1 (Model B). In the process UE-R discovers two UEs in vicinity: UE-1 and UE-2.

NOTE:
The execution of the Group Member Discovery procedure in steps 1 and 2 is a pre-requisite for the execution of the UE-to-UE Relay discovery procedure proper that only starts at step 3.

3.
Having discovered its neighbours, UE-1 realises that the group member of interest ("remote user") is not within direct range. UE-1 then (in the role of Discoverer) solicits potential UE-to-UE Relays by transmitting the Solicitation message including the following parameters:

-
Type = Solicitation

-
Discovery Type = UE-to-UE Relay Discovery

-
Discoverer Info (i.e. an upper layer identifier for the UE-1 user)

-
ProSe UE ID of UE-1 (i.e. link-layer identifier of UE-1)

-
A list of "Remote User Info" parameters corresponding to the remote user(s) of interest (in this case it is the user of UE-2). "Remote User Info" is an upper layer parameter identifying the "remote user" of interest.

4.
Upon reception of the Solicitation message, UE-R (in the role of Discoveree) realises that it can act as a UE-to-UE Relay and replies with a Response message including the following parameters:

-
Type = Response

-
Discovery Type = UE-to-UE Relay Discovery

-
Discoveree Info (i.e. an upper layer identifier for the UE-R user)

-
ProSe UE ID of UE-R (i.e. link-layer identifier of UE-R)

-
A list of "Remote User Info" parameters corresponding to the remote user(s) of interest (in this case it is the user of UE-2). The latter have been gathered during Group Member Discovery in step 2.

5.
Based on the information received in the previous step, UE-1 decides to establish a one-to-one link with UE-R as described in clause 7.1 and engage in communication with UE-2 via UE-R (case of stateful relay selection).
7.3
Solution for ProSe UE-UE Relays (stateful relay selection)

Editor's note:
This clause is intended to document the agreed architecture solution for ProSe UE-UE Relays.
7.3.1
Functional Description
Editor's note:
General description, assumptions, and principles of the solution.
When a public safety UE (i.e. the initiator) needs to communicate with another public safety UE (i.e. the target) which is not in proximity, the initiator may try to communicate with the target via a UE-to-UE Relay. The solution for ProSe UE-UE Relay includes the following principles:
-
The selection of a ProSe UE-UE Relay shall be based on ProSe Direct Discovery on the PC5 interface.

7.3.2
Procedures

Editor's note:
Describes the high-level operation, procedures and information flows for the solution.

7.3.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.
7.3.4
Topics for further study on ProSe UE-UE Relays (stateful relay selection)

Editor's note:
Topics for FFS will be collected for this particular functionality.

The following issues need to be resolved:

-
It is FFS which information is considered for ProSe UE-UE Relay selection.

-
It is FFS whether the QoS is supported on PC5 interface and how to support QoS on PC5 interface.

7.3.5
Conclusions on ProSe UE-UE Relays (stateful relay selection)

Editor's note:
Conclusions will be collected for this particular functionality
[..SNIP.....]
7.4
Solution for ProSe UE-UE Relays (stateless forwarding)
7.4.1
Functional Description

There is no single target UE in a point-to-multipoint group communication, instead there will be a potentially large population of UEs (users) that will want to receive communications for the Group concerned. Likewise, the source UE for group traffic packets will change as different users request to talk. For any given listening (receiving) UE (UErx1), an appropriate relay node given an initial source (transmitting) UE (UEtx1) will not necessarily be an effective relay node when the right to talk changes to a different UE (UEtx2).

Typical MCPTT communication will involve multiple, and often frequent, changes of the source point of the traffic. At any point in time voice packets generated at the current source UE will (ideally) need to be communicated to all other UEs affiliated to the relevant communications group and using one-to-many ProSe Direct Communication in that geographic location. The discovery and establishment of static or semi-static point-to-point relay relationships will not address the fluid nature of the relationships between UEs, due to their mobility, nor will it address the frequent and unpredictable change of source UE.

Given the mobility of UEs and the frequent change of data source a different approach is required in order to provide effective UE-to-UE relay support for a population of users at an incident location engaging in group communication.

7.4.2
Procedures

7.4.2.1
Forwarding of ProSe Group Communications by Stateless ProSe UE-UE Relay (without UE-UE Relay discovery)
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Figure 7.4.2.1.1: Forwarding of ProSe Group Communications by Stateless ProSe UE-UE Relay
1.
UE-1, if it desires the communication to be relayed, sets the TTL(IPv4)/Hop Limit(IPv6) in the IP multicast packet to "2" and sends the IP data to the IP multicast address using the ProSe Layer-2 Group ID as Destination Layer-2 ID as defined in clause 5.4.2 One-to-many ProSe Direct Communication transmission of TS 23.303 [3]. If no relaying is desired UE-1 will set it to "1".


UE-2 receives the IP data sent by UE-1 as defined in clause 5.4.3 One-to-many ProSe Direct Communication reception of TS 23.303 [3].

2.
UE-2 is enabled or configured as a Stateless UE-to-UE Relay for the ProSe Layer-2 Group ID of the received packet and if the TTL (IPv4)/Hop Limit(IPv6) is >1 then it decides to relay the packet.

Editor's note:
It is FFS how the amount of flooding can be reduced beyond the one-hop forwarding limitation. With the current proposal if there are X UEs that are all within each other's range and are all enabled or configured to act as a UE-to-UE Relay there will be (X-1) redundant retransmissions.
3.
UE-2 forwards the IP packet received from UE-1 using the ProSe Layer-2 Group ID as Destination Layer-2 ID as defined in clause 5.4.2 One-to-many ProSe Direct Communication transmission of TS 23.303 [3], after setting the TTL(IPv4)/Hop Limit(IPv6) in the IP multicast packet to "1". The Source Layer-2 ID is set to the ProSe UE ID (i.e. link-layer identifier) of UE-2.


UE-3 receives the IP data forwarded by UE-2. If a UE receives the same packet via multiple ProSe UE-to-UE Relays or from a ProSe UE-to-UE Relay and the original source, the UE application discards any received duplicate data packet(s) based on application layer mechanisms.

7.4.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

7.4.4
Topics for further study on ProSe UE-UE Relays (stateless forwarding)
Editor's note:
Topics for FFS will be collected for this particular functionality.

The following issues need to be resolved:

-
It is FFS whether approaches to limiting the forwarding of packets, by ProSe UE-to-UE Relays, which are especially applicable to group communications should be considered.

-
It is FFS whether neighbour discovery protocols (e.g. such as MANET-NHDP RFC 6130) to perform neighbour discovery and relay self-selection in a self-organising manner, should be employed.

-
It is FFS whether all UEs must be UE-to-UE Relay capable and authorized or whether some UEs may benefit from the relay support without themselves offering relay support. If so, appropriates procedures need to be specified.

-
Assessment of impact on power consumption and radio resource due to flooding by multiple Stateless ProSe UE-to-UE Relays which are in communication range of the original source.

7.4.5
Conclusions on ProSe UE-UE Relays (stateless forwarding)
Editor's note:
Conclusions will be collected for this particular functionality.
==============End of excerpts from TR 23.713======================
Figure 5.1.3.1.1-1: Detecting the Relay Opportunity
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