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Abstract of the contribution: This contribution proposes to leave handling of service continuity to the upper layers (i.e. to MCPTT).
1.
Discussion

Stage 1 for ProSe (TS 22.278) contains the following service continuity requirements:

According to operator policy a UE's communication path can be switched between an EPC path and a ProSe Communication path and a UE can also have concurrent EPC and ProSe Communication paths.
The user shall not perceive the switching of user traffic sessions between the ProSe E-UTRA Communication and EPC Paths when triggered by the network. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.

The user shall not perceive the switching of user traffic sessions between the ProSe E-UTRA Communication and EPC Paths when triggered by the ProSe-enabled UE. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.
In addition, the system shall be able to move the user traffic session back to the EPC Path once the Public Safety ProSe-enabled UE is served by E-UTRAN. The user may inhibit the switch back to the EPC Path.

Based on operator policy and user choice, the system shall be able to move a user traffic session of a Public Safety ProSe-enabled UE that is losing connection to the network to a direct ProSe Communication path via a Public Safety ProSe-enabled UE acting as a ProSe UE-to-network relay, which is in direct Communication Range and has connectivity to the network. A mechanism to support service continuity shall be provided and may apply when the traffic is moved. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.

The requirements highlighted in yellow and red refer to service continuity between EPC Path and ProSe Communication Path. (The requirement with red highlight has been singled out because it implies network involvement, which is currently FFS in TR 23.713 even for the simple establishment of one-to-one communication link).

The requirement highlighted in cyan could be described as service continuity from NMO (Network Mode Operation) to NMO-R (Network Mode Operation via Relay) in MCPTT terminology.

This contribution argues that both cases of service continuity can be addressed elegantly using application-level mechanisms and should better be studied as part of MCPTT:

· Annex A of this paper describes an example solution for NMO to NMO-R continuity (and vice versa) based on existing IMS Service Continuity mechanisms defined in TS 23.327 (the solution was also submitted as S6-150019 for the collocated SA6 meeting).

· Annex B of this paper describes an example solution for EPC Path to ProSe Communication Path continuity (and vice versa) based on minor IMS enhancements (the solution was also submitted as S6-150020 for the collocated SA6 meeting).

Given the easiness with which these two Stage 1 requirements for service continuity can be addressed at the application layer (i.e. no IMS changes for NMO to NMO-R; minor IMS enhancement for EPC Path to ProSe Communication Path), it is proposed  to leave the handling of service continuity to the upper layers (i.e. to MCPTT).
2.
Proposal

It is proposed to add the following text into TR 23.713.

***** 1st CHANGE *****
7.5.x
Solution for service continuity

7.5.x.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 

Editor's Note: It is FFS whether service continuity for switching between EPC path and ProSe Communication path, as well as service continuity when UE loses direct connection with the network and re-connects via a ProSe UE-to-Network Relay, need to be addressed as part of eProSe-Ext or MCPTT or both.

7.5.x.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.5.x.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

***** END OF PROPOSED CHANGES *****
ANNEX A:

Service continuity between NMO and NMO-R (as proposed in S6-150019)
5.X
Solution X: SIP-based service continuity between NMO and NMO-R

5.X.1
Functional Description
The solution described in this clause allows for service continuity from Network Mode Operation (NMO) to Network Mode Operation via Relay (NMO-R) using application-level mechanisms. The same mechanisms can be used for service continuity in the opposite direction.
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Figure 5.x.1-1: Service continuity from NMO to NMO-R
As illustrated in Figure 5.x.1-1:

· Initially UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server (solid line GC1 in Figure 5.x.1-1).

· When UE-1 realises that it is losing connection to the network, or after the connection to the network has been lost), UE-1 discovers a UE-NW Relay (UE-R), establishes a PC5 connection with UE-R and enters NMO-R by transferring the MCPTT session (dashed line GC1 in Figure 5.x.1-1).

5.X.2
Procedures

5.X.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from NMO to NMO-R.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.X.2.2
MCPTT service continuity from NMO to NMO-R

Depicted in Figure 5.x.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, the figure also includes a P-CSCF (not shown for simplicity).
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Figure 5.x.2.2-1: MCPTT service continuity from NMO to NMO-R
0. UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server.

1. UE-1 realises that it is losing connection to the network or has completely lost it.

2. UE-1 (in the role of Remote UE) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1: Step 2 will be entirely described under in TR 23.713.

3: UE-1 registers with the MCPTT server over the NMO-R leg using the SIP REGISTER method.

NOTE 2: If UE-R is a pure Layer-3 relay, Steps 3a and 3b (REGISTER) are merged in a single step. The same comment applies to steps 3d and 3e (OK).

4. In order to transfer the media streams of an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies the group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

NOTE 3: If UE-R is a pure Layer-3 relay, Steps 4a and 4b (INVITE) are merged in a single step. The same comment applies to steps 4c and 4d (OK).

5. The procedure is completed when all media streams have been transferred on the NMO-R leg. At this point UE-1 may deregister the NMO leg if it still has direct network connection (not shown in the figure).

5.X.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
To enable make-before-break continuity, the UE engaged in NMO needs to be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, while still engaged in direct connection to the network. This should already be supported with the Rel-12 radio design for ProSe direct communication.

-
If the UE engaged in NMO loses the direct connection to the network before completing the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, the service continuity is performed in break-before-make manner.

Application-level considerations:

-
SIP-based service continuity is enabled in two steps: 1) SIP registration with the MCPTT server over the NMO-R leg; 2) SIP INVITE towards the remote party (which is the MCPTT server itself) informing it of the new transport address (IP address and port number) to be used for the user’s media streams.

IMS-level considerations (i.e. the case where GC1 is based on Gm):

-
Existing procedures for IMS Service Continuity defined in TS 23.237 are used.

5.X.4
Solution Evaluation

The solution uses well-known SIP-based service continuity mechanisms. For IMS-based MCPTT the mechanisms for IMS Service Continuity defined in TS 23.327 are used.

ANNEX B:

Service continuity between EPC Path and ProSe Communication Path (as proposed in S6-150020)
5.X
Solution X: SIP-based service continuity between EPC path and ProSe Communication path

5.X.1
Functional Description
5.X.1.1
General

The solution described in this clause addresses the service continuity between EPC path and ProSe Communication path for 1:1 calls (a.k.a. “Private calls” in TS 22.179). The solution is based on SIP/IMS signalling.
5.X.1.2
System architecture

Depicted in Figure 5.x.1.2-1 is a system architecture for SIP/IMS-based service continuity between EPC path and ProSe Communication path.
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Figure 5.x.1.2-1: Architecture for SIP/IMS-based service continuity between EPC path and ProSe Communication path
The two terminals (UE A and UE B) are connected to the Evolved Packet System (EPS A and EPS B) of the same or different mobile network operators.

The terminals are engaged in SIP/IMS communication including multiple IP flows carrying different types of media (e.g. voice media packets and video streaming packets). The IP addresses they use for communication over the EPC path are denoted IP@A1 and IP@B1, respectively.

When the terminals detect that they are in proximity of each other, they establish ProSe 1:1 communication as described in TR 23.713 [6]. In the process each terminal is assigned a new IP address that is used for communication on the ProSe Communication path. These IP addresses are denoted IP@A2 and IP@B2 in the figure. The IP subnet on the ProSe Communication path, which owns the addresses IP@A2 and IP@B2, is completely disjoint from the IP network(s) traversed on the EPC path.

In the scenario under consideration UE A wants to move the video streaming flow to the ProSe Communication path, while keeping the voice flow on the EPC path.

5.X.1.3
Shortcomings with existing IMS Service Continuity mechanisms

Using existing IMS Service Continuity mechanisms (TS 23.327) it is possible today for UE A to tell UE B to use a new IP address (i.e. IP@A2) for a selected subset of IP flows, so that UE B can subsequently send all media packets for the relevant flows to the new IP address. One may think of a sequential approach where UE B subsequently tells UE A to also use a new IP address (i.e. IP@B2) for the same subset of IP flows, which would then complete the media transfer on the ProSe Communication path.

The problem with such a sequential approach is twofold:

1. During the transition period (i.e. between the time when UE B starts sending packets to IP@A2 and when UE A starts sending packets on IP@B2) all media packets for the impacted flows will be lost, and this applies to both directions:

· In direction B=>A, media packets have IP@A2 and IP@B1 as Destination and Source addresses; this means they originate on the interface facing the EPC path, while destined for an IP address on the ProSe Communication path (i.e. a completely disjoint IP network), which is therefore unreachable;

· In direction A=>B, media packets have IP@B1 and IP@A2 as Destination and Source addresses; this means they originate on the interface facing the ProSe Communication path; given that the ProSe Communication path is a point-to-point link, the media packets will eventually be delivered to UE B, only to be discarded there, because the SIP/IMS client in UE B is not expecting any packets arriving on IP@B1;

2. Upon being informed of the IP address change of UE A, UE B will not necessarily attempt to switch its own IP address for reception, because today these two operations are completely dissociated from one another.

5.X.1.4
Proposed solution

The IMS Service Continuity procedure is enhanced as follows:

· New INFO package for the SIP INFO method allowing UEs to inform each other about the availability of a ProSe Communication path;

· When SIP re-INVITE method is used to trigger switching of media packets between the EPC path and the ProSe Communication path, the media description is updated for both endpoints simultaneously.

The use of the new INFO package and the new UE behaviour are described in detail in clause 5.x.2.

5.X.2
Procedures

5.X.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from EPC path to ProSe Communication path.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.X.2.2
MCPTT service continuity from EPC path to ProSe Communication path

The overall call flow for MCPTT service continuity from EPC path to ProSe Communication path is illustrated in Figure 5.x.2.1-1.
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Figure 5.x.2.1-1: Overall call flow for SIP-based service continuity from EPC path to ProSe Communication path

1. Terminal UE A and UE B are engaged in IMS communication on the EPC path using addresses IP@A1 and IP@B1 for all media packets.

2. UE A and UE B discover that they are in proximity and establish a 1:1 ProSe Communication path. In the process they are assigned a new pair of IP addresses for the ProSe Communication path: IP@A2 and IP@B2, respectively;

3.-6. The SIP/IMS clients inform each other of the availability of a ProSe Communication path. The SIP INFO method could be used for this purpose, relying on a new INFO package that is specifically defined for this purpose. Note that these messages are only informational: the effective path switch is triggered later in the call flow. The SIP/IMS clients need to check that the addresses IP@A2 and IP@B2 belong to the same IP subnet. The SIP/IMS clients also understand that the IP subnet on the ProSe Communication path is completely disjoint from the IP network(s) traversed on the EPC path, which means that any subsequent request for path switch initiated by either party makes sense only if it is executed simultaneously on both sides;

7.-9. After the information for availability of the ProSe Communication path has been successfully exchanged between the two parties as described previously, at any time either party can trigger the path switch. The SIP re-INVITE method could be used for this purpose as follows:

· The SIP re-INVITE in step 7 carries a new media description for a subset of IP flows using IP@A2. Upon reception of the re-INVITE the SIP/IMS client in UE B knows that IP@A2 belongs to a disjoint IP network. Therefore, in step 8 UE B sends an OK carrying a media description for the same subset of IP flows using IP@B2. UE A can start sending media packets on the ProSe Communication path upon reception of the OK in step 8. UE B can start sending media packets on the ProSe Communication path upon reception of the ACK in step 9.

10. UE A and UE B are engaged in SIP/IMS communication with a subset of IP flows transferred on the ProSe Communication path.

When the ProSe Communication path becomes unavailable, the two UEs can perform path switch in the opposite direction using SIP re-INVITE, as described in steps 7.-9.

5.X.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
The solution has no specification impact on existing RAN entities.

-
The solution has no specification impact on existing EPC entities.

SIP/IMS-level considerations:

-
The solution requires enhancements to IMS Service Continuity (e.g. definition of a new INFO package as described in clause 5.x.2).
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