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Introduction
At SA#66 as part of solution 2, documented in TR 23.709, it was agreed that this editor's note should be added:

Editor's Note: the following topic here below is for further study: buffered packets forwarding at SGW relocation
This paper aims at resolving this editor's note

Discussion

As solution two was documented in TR 23.709 as a way to address the drawbaks related to packet discarding when a UE is in constrained mode. This was recognized:

The issues that the packet discard behaviour of the current system may lead to are:

-
Higher load on the network

-
Difficulty to reach devices that use power saving functions

-
Applications required to handle frequent transmission failures of transport protocols.

-
Frequent use of device triggering at network initiated communication with devices using power saving functions
And in particular for the cases where the device is reachable again in a reasonable amount of time the current behaviour may lead to: 

-
Application layer attempts which may be out of sync with the actual UE availability, which would cause extended latency to reach the UE or lack of reachability; 

-
Difficulty to reach devices that use extended DRX, that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications.
When SGW relocation happens, if packets that are stored for a UE in the SGW according to solution 2 are dropped, then we lose the benefit above. With SGWs serving a large area, SGW relocation is normally infrequent. However network evolution is encouraging deployment of GW functions closer to the edge to benefit from locality of traffic, and content caching. In this context really the benefits of Solution 2 would be lost for a larger fraction of the UE population. 
Considering the eDRX feature, it targets eDRX period in the order of up to few minutes (e.g. 10 minutes) and the probability that the UE reselects a different SGW increases in proportion to the eDRX period. Note well that SGW relocation is not limited to mobility events, but it can also happen at any time as a result of establishment or release of LIPA/SIPTO PDN connections (regardless of any mobility). As a reminder, SA2 specified an MME triggered SGW relocation procedure for events other than mobility: 

TS 23.401:

5.10.4         MME triggered Serving GW relocation

The MME triggered Serving GW relocation procedure for E-UTRAN is depicted in figure 5.10.4-1. The procedure allows the MME to trigger Serving GW relocation due to events other than those described in the mobility scenarios (see clause 5.3.3.1 and clause 5.5.1). Such scenario exists during the establishment of a SIPTO at local network PDN connection with stand-alone GW or during the establishment of a SIPTO above RAN PDN connection.

Finally, discarding packets that are buffered for some time can be regarded as inefficient from a resources standpoint if we could just forward them to the next GW and retain the benefit of previously buffered data. It should be noted that the procedures involved are already used partly for connected mode forwarding so the delta in terms of complexity is not significant.
In this light we propose that the forwarding of buffered data for constrained devices should be considered as a valuable part of the feature rather than a corner case adding little value.

Conclusion

It is proposed the following change to 23.709 is agreed.

=============== START of CHANGES =====================

5.2.1
Description

This solution is an optimization for Scenario A (clause 4.1).

This solution is valid e.g. to cater for congestion situations, for temporary loss of coverage, or for UE's in a power saving state in ECM-IDLE like PSM or eDRX.

For cases where the expected temporary unavailability for DL data reachability is compatible with the application layer and transport protocols delay tolerance, it may be worthwhile to buffer DL data in the SGW so that when the UE is available again, the data can be immediately delivered. 

NOTE: 
How the network decides or knows the delay tolerance of application layer and/or transport protocols is not covered in this procedure. Examples of how the network could base its decision to enable this solution are: use of a specific APN, subscription information, configuration, etc. 

The solution is based on the MME/SGSN deciding to allow packets to be buffered for up to a certain maximum amount of time T in the SGW. This maximum amount of time T may be related e.g. to an assumed delay tolerance to temporary loss of reachability (if it is not too long compared to the protocol used for triggering characteristic delay tolerance), to an extended DRX timer or to a Periodic TAU/RAU timer (e.g. for PSM when this is geared to some not too long time with no reachability, e.g. in the order of e-DRX timers or a bit longer). It is in general assumed that this time is not too long.

Editor’s note: It is FFS whether it is useful and if the MME can help the SGW to decide how many packets it makes sense to store for a UE, i.e. a recommendation of the number of DL packets a SGW should attempt to store for a UE, by sending to the SGW some additional information.
The MME/SGSN, when it receives a DDN, would check whether this optimization for HL communications is applicable. If so, it would immediately return a DDN ACK with the request to store packets for up to a DL buffering time T. The SGW then buffers the DL packet(s) and waits to be triggered at a subsequent time to establish the S1-U/S12/Iu bearers for the UE, or if time T has elapsed, the SGW may at any time discard all buffered packets. Whilst there are packets in the buffer or the timer T is running, the SGW does not issue any additional DDN upon receiving any additional DL packet for the same UE. And if more than a SGW decided amount of packets are received, the SGW also starts discarding packets. Figure 5.x.1-1 illustrates the mechanism, with an application on the network side sending a downlink packet in the user plane. 
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Figure 5.2.1‑1
0. The solution applies when the UE is in ECM-IDLE and is potentially temporarily unavailable, e.g., the UE is in PSM, or extended idle mode DRX. 

1. The S-GW receives a DL packet for the UE from the P-GW.

2. The S-GW sends DDN to MME and starts local timer, as per current Rel-12 specifications.

3. The MME detects the UE for which it received the DDN is in a power saving state or may be temporarily unreachable, e.g. it is in PSM or idle mode with extended DRX cycle, and decides to instruct the S-GW to temporarily buffer the DL packet. 

4. The MME sends a DDN Ack with new message cause "DL buffering Requested ", a “DL Buffering duration T”, and "Additional parameters" which may assist the SGW to handle buffering of DL packets more accurately .  The "DL Buffering duration T" which is stored in the MM context should be set as follows:

a. In case of extended DRX, it is a value no shorter than the extended DRX cycle.

b. In case of PSM, it is a value no shorter than the time remaining for the next expected periodic TAU from the UE.

Editor's Note: the need of the "additional parameters" is FFS
5. The S-GW then attempt to store up to a certain amount of DL packets, and starts timer T for this device. 

Editor's Note: the need for the MME to control the amount of packets to buffer in the SGW is FFS
6. The MME establishes the E-RABs by performing Initial context setup procedure the next time the UE initiates a NAS procedure, e.g.: 

a. 
In the case of extended DRX, the MME pages the UE, and when the UE replies to paging by initiating service request procedure (potentially after some prolonged time), the bearers are established following normal procedures as described in TS 23.401clause 5.3.4. 

b.
In the case of PSM, when the UE initiates periodic TAU (TS 23.401 clause 5.3.3), or service request due to MO data (TS 23.401 clause 5.3.4). The MME establishes the E-RABs if the UE initiates a TAU procedure after passing the new message cause " DL buffering Requested", "in step 4 to the SGW. 

In both cases, the UE may initiate TAU procedure with S-GW relocation. That case is covered is Figure 5.x.1-2.

7. When the S-GW receives the modify bearer request from the MME (during either service request procedure or TAU procedure), if time T is still running,  it stops the timer T, and delivers the buffered DL packet(s).

8. Bi-directional data communication is possible. 

The value T may be selected based on subscriber requirements or vertical application requirements. Subscriber requirements or vertical application requirements may also drive the PSM state duration or the eDRX duration. If neither PSM nor eDRX were used, then the value T may be linked to a delay tolerance by applications only (e.g. due to temporary loss of coverage).


Upon TAU/RAU, a SGW change could happen. It is to be studied whether the packets buffered in the old SGW should be forwarded to the new SGW, e.g. as shown in Figure 5.x.1-2 for the case of an inter-MME TAU procedure, whereby: 

-
the old MME/SGSN indicates to the new MME/SGSN whether DL data forwarding is required (Step 5); 

-
if so, the new MME/SGSN requests the new SGW to assign a temporary IP address and TEID for data forwarding (step 7); 

-
this addressing information is then provided to the new MME/SGSN and new SGW (steps 10, 11, 18);

-
the old SGW forwards the buffered DL packets and then send End Marker packets to indicate no more data will be forwarded (Step 22).
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Figure 5.2.1‑2
================ END of CHANGES =====================

3GPP

SA WG2 TD


_1478039329.vsd
UE


MME


S-GW


P-GW


DL packet


6.a.3 Service request procedure (23.401 clause 5.3.4)


1. Downlink data


2. DDN


3. MME detects UE In a power saving state or potentially temporarily unreachable (e.g. PSM, extended DRX)



_1477949574.doc

[image: image1]













17. Update Location Ack











9. Modify Bearer Response











8. Modify Bearer Request











7. Create Session Request"DL data forwarding required"







 







10. Create Session Response (IP@ and TEID for DL data forwarding)











UE











eNodeB







 







3. TAU Request











GW











old Serving 







 







ntext Acknowledge (IP@ and TEID for DL data forwarding)







 11.Co











21. TAU Complete







 







20. TAU Accept







9a. PCEF Initiated IP-CAN Session Modification







22.Forwarding of DL data buffered + End Marker







19. Delete Session Response















18. Delete Session Request 



(IP@ and TEID for DL data forwarding)







16. Iu Release Complete







14. Cancel Location Ack







15. Iu Release Command







13. Cancel Location











12. Update Location







RNC







6. Authentication / Security 











5. Context Response ("DL data forwarding required")































1. Trigger to start



    TAU procedure











HSS











PDN GW











GW











new Serving 











SGSN











old S4











old MME/











new MME











2. TAU Request











4. Context Request







PCRF







(A)




















