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Abstract of the contribution: There are deployment scenarios where operators providing MBMS over LTE may need to broadcast services via networks that have a mix of IPv4 and IPv6 eNBs and/or backhauls. For such scenarios, the MBMS GW should provide both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses to the MME. Moreover, M3 interface and M1 interface may use different IP address types, and this implies that MCE or eNB should decide the UP address type.
Discussion
In existing specifications, it is assumed that the eNBs and the transport network between the EPC (MBMS-GW, MME) and the RAN (MCE, eNB) are using the same IP type (IPv4 or IPv6).

When there is a mix of IPv4 and IPv6 eNBs, there is a need for the MBMS-GW to send the MBMS data related to an MBMS Session using both IPv4 and IPv6 Multicast. The MBMS data is sent to the first IP Multicast router. The path to each eNB is built from the eNB up to the first IP Multicast router via IGMPv3 protocol for IPv4 (see IETF RFC 3376) or via MLDv2 protocol for IPv6 (see IETF RFC 3810). These protocols allow the destination to request IP Multicast traffic only from specific source addresses (i.e. the MBMS-GW), as required to support Source-Specific Multicast model [RFC 4607] [RFC 4604].
Moreover, as the MBMS-GW does not know the eNBs, it needs to provide the MME with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source).  
Even when all the eNBs are of the same IP type (i.e. S1 and X2 interfaces) e.g. IPv6, a scenario where the Transport Network is IPv4 must be considered. In the field, it is the case for the last mile transport with lines leased to third party transport network operators. 

In such case, it is possible to tunnel the IPv6 signalling between eNB/MCE and MME (M3 interface) over an IPv4 transport network. But unfortunately, it is not possible to tunnel IP Multicast traffic. This means that the MBMS-GW will have to act as if there were a mix of IPv4 and IPv6 eNBs i.e. 

· The MBMS-GW shall allocate and forward to the MME an IPv4 Multicast Distribution Address with the corresponding IPv4 multicast source address as well as an IPv6 Multicast Distribution Address with the corresponding IPv6 multicast source address;

· The MBMS-GW shall perform IP multicast distribution of MBMS user plane data to eNodeBs on both IPv4 and IPv6; 
· As the C-TEID is allocated based on the MBMS bearer service (uniquely identified by the TMGI and Flow Identifier), the same C-TEID shall be used for IPv4 and IPv6 flows. 
Conclusion 1: MBMS-GW should be enabled to send the MBMS data related to an MBMS Session using both IPv4 and IPv6 Multicast, and to provide the MME with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source)
This also means that the signalling flow can be IPv6 while the user plane MBMS data flow can be IPv4, and thus the MME cannot derive the user plane address type just by looking at the signalling flow address type. 
The solution consisting in configuring the MME with the signalling IP address type and the user plane IP address type for MBMS for each eNB of HeNB would be very fastidious as there can be thousands nodes and many different third party last mile lines. 
Therefore it is proposed to leave the decision of the MBMS user plane IP type to the RAN (MCE or eNB). The MME would then send both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (source and destination addresses). Decision by the MCE or by the eNB makes no difference for the MME. 
Conclusion 2: MME should be enabled to provide the RAN with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source). 
Conclusion 3: It is RAN3 responsibility to decide whether MCE or eNB should determine the IP type to be used for MBMS data.
Proposal
It is proposed to agree on conclusions 1, 2 and 3 above.

It is also proposed to agree on the companion CR and to send an LS to both RAN3 and CT4 to inform them of SA2 decision and trigger corresponding stage 3 work. 
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