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1
Proposal
It is proposed that the following solution be added to TR 23.779.
**************** Start of proposed new text **************

5.X
Solution X: Generic High Level Architecture for MCPTT within a Public Safety Ecosystem with User-based Services application Sublayer
5.X.1
Functional Description
This solution presents the MCPTT application within the broader context of a Public Safety Ecosystem that includes other applications of interest for Public Safety, e.g. Video, Computer Aided Dispatch. Those applications are supported by a User-base Services sublayer within the Application Layer providing support for common functionalities, e.g. identity management, group management, etc.
The “off-network” cases (e.g. ProSe and relays) for MCPTT are not illustrated here. Nor are details for applications other than MCPTT (e.g. Video) presented, beyond the generic architectural view. However, support for these aspects can be added onto this layered structure.

Some salient features of this solution are:
1) Full compatibility with 3GPP standard architecture for network and transport layers, per TS 23.401.

2) Clear separation of the network and transport layer from the application and services layers

3) The Application space is divided into two sublayers.  The upper sub layer provides the end user applications, with MCPTT being only one example. The lower sublayer offers user-based enabler services that are designed to provide secure interoperability and mission-critical behaviour to applications.

4) Web Services and other APIs access to User-based Services sublayer

5) Presentation within the UE of the corresponding structure, partitions and  modules available in the infrastructure

6) Detailing interfaces conceptually separated to indicate signalling (e.g. call setup/tear down), floor control (e.g. floor grant/revoke) and user traffic (e.g. voice packets).

7) Full presentation of the point-to-multipoint (MBMS) path between the infrastructure and the UEs. 

8) Application Layer NNI for communications between separate Public Safety domains 

Note also that this solution, although focused on mission critical applications for Public Safety, is generic enough not to preclude  “business critical” applications.

This approach is illustrated in Figure 5.X.1-1, below.
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Figure 5.X.1-1: High Level Architecture for Mission-Critical Applications (e.g. MCPTT) within a PS Ecosystem
Although the focus of the current work item is for the MCPTT application, a general architecture solution needs to support other applications that have different characteristics from an MCPTT application.  Two examples shown in the figure are CAD (Computer Aided Dispatch) messaging and Video streaming.  A variety of other applications are required to support public safety operations, e.g. location mapping, license plate recognition, and body sensors. Unlike MCPTT, these applications might not be SIP-based but still need to rely on common services described below.

In addition, it is also important to recognize the other function that the MCPTT application server interacts with. Those include clients on the UE, other MCPTT application servers and other entities, two of which are shown in the figure: Dispatch Console and legacy LMR systems (e.g. P25 and TETRA).  
Here is a brief exemplary description of the functionality provided by entities within the User-based enabler services:

User Priority and QoS handles application-level priority, pre-emption and QoS needs, based on various static and dynamic factors and requesting the appropriate parameters when establishing service data flows necessary for a specific application.  

Group Management tracks the users and devices that are associated with specific groups and allow this information to be shared among various applications.

Identity Management provides services related to user authentication (including users with multiple personalities and devices and users supported by a common device) and identity attributes. 
User Registration and Routing is responsible for providing general registration services and facilitating the necessary routing of messages from UEs to application servers and between application servers. Many mission critical applications and services will not be SIP based.  In order to provide efficient scalability for mission critical service, media plane is separated from the control plane.

For simplicity of the figure, only interfaces directly relevant to supporting the MCPTT application are identified,  including both the well-known interface between various 3GPP components, as well as proposed application-level interfaces.  The following provides an overview of the application-level interfaces.

The reference points PTT1/PTT1c, PTT2/PTT2c, and PTT3/PTT3c collectively represent the signalling and user traffic between the MCPTT application server and the corresponding client, whether located within a UE or other end-user device, such as a Dispatch Console. Data exchanges with the Dispatch Console may be seen as a superset of the data exchanged with UEs. 
PTT1/PTT1c: 
Reference point PTT1 represents the control plane signalling needed for establishing MCPTT sessions, supporting service registration, and similar control-related functionality.

PTT2/PTT2c: 
Reference point PTT2 represents the floor control signalling needed to arbitrate floor ownership within an MCPTT call.

PTT3/PTT3c: 
Reference point PTT3 specifically represents the media plane traffic for conveying voice during an MCPTT call.  It is envisioned this reference point will need to support multiple codecs, including codecs supported by legacy LMR systems.

The reference points PTT4 and UBS collectively represent the signalling between separate Public Safety domains.

PTT4:
Reference point PTT4 supports the signalling between separate MCPTT applications. .

UBS:
The UBS reference point supports the signalling between separate User-based services.
The reference points LMR1 and LMR2 collectively represent the signalling and user traffic between the MCPTT application server and legacy LMR systems.  Multiple versions of these reference points may be necessary to support different types of LMR systems including both P25 and TETRA.  (It is FFS whether a gateway should sit between the LMR system and the MCPPT application server allowing common reference points to the MCPPT application server for all LMR system, possibly leveraging reuse of reference point PTT4).

LMR1:
The LMR1 reference point consists of the control plane signalling need to support registrations, group affiliation, PTT calls, and similar functionality.

LMR2:
The LMR2 reference point consists of the media distributed for a PTT call as well as embedded signalling for floor arbitration and related information typical with legacy LMR systems.  It if FFS whether the floor arbitration and related control information can be separated from the media as separate reference points.

The reference points Qu-AF, GM, IM and URR represent at least some of the APIs and signalling to the user-based services necessary to support applications (including MCPTT) and facilitate some interworking necessary among different applications. Analogous reference points, e.g. Qu-UE, IM-UE, etc. between the user services client in the UE and the User-based Services in the infrastructure may exist, but they are not shown here, to keep the figure simpler.
Qu-AF:
The Qu-AF reference point is used for both application-level influence on the priority, pre-emption and QoS variables for users and groups of users when requesting and/or changing both unicast and broadcast service data flows. 

GM:
The GM reference point identifies the API related to Group Management signalling needed by the application server.  As an example, this interface will be used to allow the MCPTT application to indicate group affiliations which take place in order to allow other applications to learn of the users associated with a particular group.

IM:
The IM reference point identifies the API related to Identify Management signalling.

URR:
The URR reference point supports the signalling between the User Registration and Routing service and applications, including the MCPTT Application.
Editor’s note:
User discovery,  load balancing, traffic routing, and inter-systems connectivity  are FFS. 
Editor’s note:
The co-location  of the “media manager” with the MCPTT application server is FFS. 
Editor’s note:
The distributed / centralized operations of the Priority & QoS server and potential changes / enhancements  to the Rx interface are FFS. 
Editor’s note:
Aspects of roaming and the provision of services by the home system (e.g. in cases of mutual aid)  are FFS.
Editor’s note:
Authentication and security aspects are FFS.

5.X.2
Procedures

Editor’s note:  Describes the high-level operation, procedures and information flows for the solution.

5.X.3
Impact on Existing Entities and Interfaces

Editor's note:  Impacts on existing nodes or functionality will be added.

5.X.4
Solution Evaluation

Editor’s note:  The fulfilment of requirements in clause 4.2 will be evaluated. 
**************** End of proposed new text **************
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