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Abstract of the contribution: In our companion contribution S2-144064 ‎[1] we have presented an architecture for the offloading of the application execution from UE to eNB, forming in this way a distributed cloud.
In this contribution we present some preliminary performance results, regarding the delay and overhead for some variants for deploying the offloading manager.

Introduction
We see in the future more and more complex applications, for example related to augmented reality and image interpretation. Offloading the execution of such applications from the UE, limited by battery draining and computing resources, to a base station or a serving platform in RAN may reduce the UE power consumption and increase the user QoE (Quality of Experience) due to lower delays.
Some initial evaluations were done in the framework of EC FP7 project TROPIC for the proposed distributed cloud and are presented below. 

Signalling overhead and delay

We have evaluated the signalling overhead and delay, for a high-level Z-protocol (see ‎[1] ) variant,  in three architecture versions for the location of the Small Cell Manager (SCM): centralized SCM (SCM in the core network), hierarchical (i.e., a combination of  the SCM in the core networks and local SMC deployed in RAN) and virtual-hierarchical (i.e., SCM deployed at the SCeNBces cooperates with a centralized SCM).
We focus on evaluation of efficiency of hierarchical and virtual-hierarchical architectures in comparison to common centralized approach. As the real-world IPv4-based scenarios assume NAT applied at the LAN perimeter, we consider all architectures with IPsec traffic flow NAT traversal (NAT-T). Individual architectures with NAT are later on denoted as C-SCM with NAT (for centralized SCM), H-SCM with NAT (for hierarchical SCM) and VH-SCM with NAT (for virtual-hierarchical). For benchmarking purposes, also the centralized SCM without network address translation (labeled as C-SCM no NAT) is evaluated. The study is focused on cumulative end-to-end signaling overhead for the management purposes of an average service request.
The performance assessment is based on several assumptions. First, we evaluate Z-protocol messages (defined in [2]), which are necessary for successful management communication among small cell enhanced with cloud capabilities (SCeNBces) and the SCM. Second, we analyze information that is needed for local- to remote-SCM synchronization. We denote all SCM-to-SCM traffic as Small-cell Cloud Management Procedure (SCMP). 

Initial conditions, which are set up for the analysis, can be found in Table 1. During the simulation, ideal parameters of SCM and VM are considered as well as the parameters of backhaul. In other words, no memory and disk resources depletion is assumed during the simulation as well as no traffic line congestion is assumed, such that the maximum bandwidth is always available for all evaluated options of architecture.

	Parameter
	Value

	Number of UEs
	30

	Number of SCeNBces
	2

	Average number of requests per single UE within simulation
	1

	Simulation time
	6000s

	Z protocol periodic updates due in every
	15s

	SCMP periodic updates due in every
	60s

	Backhaul link
	optical fiber


Table 1. Simulation parameters 

As shown in Figure 3, the H-SCM approach reduces the signaling overhead by 28% and the VH-SCM approach reduces the signaling overhead by 35% compared to C-SCM.
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	Figure 3    Cumulative signaling overhead of an average cloud service request


Besides signaling overhead, it is also important to minimize delay of the signaling procedures required to successfully offload computation tasks to the cloud environment. Therefore, we examine also the delay of signaling messages, which is introduced by the network environment.

The simulation results show that the decentralized designs are far more efficient in terms of signaling delay (see Figure 4 and Figure 5). The slower the transmission rates, the higher is the positive effect of the decentralized approaches. The H-SCM reduces the end-to-end signaling delay by 61% and 57% when considering ADSL and optical fibre, respectively. Additional reduction of the delay by 1% and 2% is introduced by the VH-SCM when considering ADSL and optical fiber, respectively
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	Figure 4    Cumulative signaling delay of an average cloud service request (ADSL)
	Figure 5  Cumulative signaling delay of an average cloud service request (optical fibre)
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