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Discussion

In the last SA2 meeting, 3 editor’s notes had been added to the TR in section 5.4 “Key issue - “Group-specific NAS Level Congestion Control” which we resolve in this document.
First, we have clarified that the NAS level congestion control shall be APN-based, i.e. the group-specific congestion control extends the existing NAS level mobility management congestion control schemes as described in TS 23.401.
The congestion control per Group and APN solves the following scenario: A group of MTC devices is using service S1 through APN-A and services S2 and S3 through APN-B (see Figure 1). Service S2 is going down (server failure). As a result of this, the MTC devices no longer can connect to service S2. The MTC devices may interpret this as a network connection problem instead of a service problem. This triggers large amounts of MTC devices to continuously reboot and try to reach the service (Figure 1a). Thereby, these MTC devices will successfully reconnect to the network after each reboot but still fail to reach the service. This behaviour produces significant signalling overload due to repeated successful attach procedures and the operator needs to have an efficient mechanism to handle these situations. Since the devices are not directly under human control there may be no way to stop the behaviour for hours or days.
The proposed solution is to block attach requests of specific groups of devices in case of signalling overload as a result of the correlated behaviour of the devices in the group. In our proposal, there are 3 ways of blocking those devices:

· blocking per APN as already defined in 3GPP TS 23.401 Sections 4.3.7.4.2.2 to 4.3.7.4.2.3 (Figure 1b),
· blocking of devices belonging to a certain Group of devices (Figure 1c), and
· a combination of Group- and APN-based congestion control (Figure 1d).
We propose to add a new Section in 3GPP TS 23.401 with section title “Group specific congestion control”. Text in this section is copied from Section 4.3.7.4.2.3 specifying “APN based Mobility Management congestion control”, where APN is replaced by Group. This will enable blocking of devices belonging to a certain group (Figure 1c) independent of the subscribed APN.

In addition to the Group specific Mobility Management congestion control, we also propose to extend the Session Management congestion control to allow for blocking of a Group of devices. Therefore, text from Section 4.3.7.4.2.2 specifying “APN based Session Management congestion control” is copied and extended by Group based congestion control.

In the current APN-based congestion control (Figure 1b), the only way to block those UEs is to block the whole APN‑B. However, APN-B may not be specific to the group of UEs using service 2. As a consequence, by blocking APN-B other UEs using service 3 but APN-B may be blocked as well, causing unnecessary service disruption for those devices. In addition, devices belonging to both groups 1 and 2 may continue rebooting and may each cycle successfully attach to APN-A causing again partial overload at the MME.
In case of Group-based congestion control (Figure 1c), all UEs belonging to a certain group of devices (identified by a group identifier) may be blocked in case of overload due to misbehaving devices. If the groups are properly defined, e.g. each service is allocated to one group, it is possible to all block UEs of a certain group, thereby not affecting other UEs using the same APN.
Now assume some MTC devices are using both services S1 and S2, where service S2 is going down, but service S1 is still online. In this scenario, different types of MTC devices behave in different ways:

(i) After realizing that service S2 is down, the device will stay attached to the network and continue to use service S1 through APN-A.

(ii) After realizing that service S2 is down, the device will continuously re-boot and re-attach to the network thereby trying to resolve the issue with service S2. As a consequence, these devices will also not be able to use service S1.
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Figure 1 – Group-specific congestion control

In order to avoid unnecessary service disruption for devices of type (i), we propose a combination of Group- and APN-based Session Management congestion control (Figure 1d). Instead of blocking APN-B (Figure 1b, which would block all services using APN A2) and blocking the whole group of devices using service S2 (Figure 1c), Session Management congestion control per Group and APN allows for a much finer selection of devices to block, thereby reducing unnecessary service disruption as much as possible. Note that such fine-granular blocking per APN and Group is not possible for Mobility Management congestion control, but the MME may perform Group-based Mobility Management congestion control for UEs with a particular subscribed Group as described above.
We have added some detailed criteria on how the MME may detect the NAS signalling congestion associated with a Group and with a Group and APN. How to detect and handle periods of temporary NAS signalling peaks in the MME/SGSN may be detect by a time window, but is left as implementation dependent. Temporary NAS signalling peaks may not trigger APN-and-Group based congestion control.
Proposal

It is proposed to update TR 23.769 as follows.

* * * First Change * * * *

5.4
Key issue - “Group-specific NAS Level Congestion Control”

5.4.1
Description

Devices that belong to a predefined group may overload the MME by generating a large amount of NAS signalling. For example, a particular group of devices may continuously try to connect to a non-responding server and does so by repeatedly (and successfully) re-attaching to the network during the recovery phase of this particular server. This causes a significant amount of unnecessary attach procedures and depending on the number of affected devices this may disturb or even hinder the attach procedures of “other” UEs that do not relate to the failure of the MTC server. In such a scenario, the MME shall be able to distinguish attach requests originating from this group of devices which is to be identified by the proposed group identifier and to apply existing NAS level mobility management congestion control schemes, as defined in TS 23.401, to the identified UEs.

The key issue is about how the network determines that UEs belonging to a specific group are causing NAS signalling overload/congestion and not about creating new NAS congestion mitigation schemes.

NOTE: How to identify groups of devices is defined in Key issue 5.5 – Group based addressing and identifiers.
5.4.2
Architectural Requirements

The following requirements need to be met:

· The network shall be able to determine if NAS signalling overload/congestion is caused by UEs that belong to a pre-defined group and apply the existing NAS level congestion control schemes defined in TS 23.401 to UEs that belong to this group.

5.4.3
Solutions

5.4.3.1
 NAS Level Congestion Control based on APN and Group_ID
5.4.3.1.1
General

How the MME/SGSN determines that UEs are causing NAS signalling overload/congestion is left as implementation dependent. Possible solutions that fall into this space include the following: (i) MME/SGSN can track NAS signalling per group and determine that members of a particular group are causing too much NAS signalling. Temporary NAS signalling peaks may be detect by a time window and may not trigger APN-and-Group based congestion control. (ii) the OAM system informs the MME/SGSN. The OAM system may learn about this e.g. by knowing that the server that serves a particular group of UEs has gone down.
In this solution, a new group identifier Group_ID is specified as part of the subscriber data in the HSS and is sent by the HSS to the MME/SGSN as part of normal EPS signalling as specified in solution “Group identifier in HSS for NAS level congestion control” in section 5.5.3.X. The UE is not aware of the Group identifier such that no modifications on the UE are required.
5.4.3.1.2
Detection of overload/congestion
The determination of NAS signalling overload/congestion is at an individual MME/SGSN granularity and does not require joint detection across multiple MMEs/SGSNs. An MME/SGSN may detect the NAS signalling congestion in a similar way as described in TS 23.401 Section 4.3.7.4.2.1:
The MME/SGSN may detect the NAS signalling congestion associated with the Group and start and stop performing the Group based congestion control based on criteria such as:

-
Maximum rate of EPS Bearer activations per Group;

-    Maximum rate of MM signalling requests associated with the devices of a particular Group based on per Group thresholds; and/or

-
Setting in network management.

The MME/SGSN may detect the NAS signalling congestion associated with the Group and APN and start and stop performing the Group based congestion control based on criteria such as:
-
Maximum rate of EPS Bearer activations per Group and APN;

-    Maximum rate of SM signalling requests associated with the devices of a particular Group and a particular subscribed APN based on Group and APN thresholds; and/or

-
Setting in network management.

5.4.3.1.3
Group-specific Congestion Control
Furthermore, a new section is added in 3GPP TS 23.401 with section title “group specific congestion control”. Text in this section is copied from Section 4.3.7.4.2.3 specifying “APN based Mobility Management congestion control”, where APN is replaced by Group. Moreover, text from Section 4.3.7.4.2.2 specifying “APN based Session Management congestion control” is copied and extended by Group based congestion control.



5.4.3.1.4
Impacts on existing nodes and functionality
MME/SGSN is enhanced to determine that NAS signalling overload/congestion is being caused by UEs that belong to a specific group and apply the existing NAS mobility management congestion scheme to this group of UEs. This is an internal MME/SGSN functionality and does not impact any interfaces. In particular, it also does not require any changes in the UE, as the UE is not aware of the Group identifier. The Group identifier is added to the subscription data and is only known to the MME/SGSN and the HLR/HSS.
5.4.3.1.5
Solution Evaluation
The solution only requires small changes in the MME/SGSN. It does not require any changes in the UE. Re-using existing text from TS 23.401 section 4.3.7.4.2, only minimal changes to existing normative text are required.

5.4.4
Overall evaluation

* * * End of Changes * * * *
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