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Abstract of the contribution: New QCI values have been introduced for Push To Talk (PTT), and are specified in 3GPP TS 23.203.  This paper reviews the Priority Levels assigned for the new QCI values, examines potential negative impacts of these assignments on other services, and discusses several options to address such impacts.
1. Background 

3GPP has provided specifications for a number of priority services, including Multimedia Priority Service (MPS) and Enhanced Multi-Level Precedence and Pre-emption (eMLPP).  It is important to ensure that new services (e.g., Mission Critical Push To Talk [MCPTT]) consider potential interactions with, and impacts on, the set of existing priority services.  This discussion paper analyzes potential impacts on MPS, based on the assignment of particular QCI values for MCPTT.

Note: Similar analysis is suggested for potential interactions between MCPTT and other services, but is beyond the scope of this discussion paper.
2. Specification of New QCIs for PTT
SA2 has introduced (in S2-142925) new QCI values for Push To Talk (PTT). Performance characteristics (i.e., Resource Type, Priority Level, Packet Delay Budget (PDB), and Packet Error Loss Rate) have been chosen for the new QCI values, and are specified in Table 6.1.7 of 3GPP TS 23.203 (reproduced in Attachment A).  The following summarizes the new QCI values, identifies the example services for each QCI value, and provides some general observations:
· QCI value 69 = (non-GBR) Mission Critical (MC) delay sensitive signalling

This QCI is assigned a Priority Level value of 0.5.  This provides a higher priority than any other traffic, including IMS signalling (QCI value 5, assigned Priority Level 1) as well as priority traffic (e.g., MPS).
Note: This QCI also provides a lower Packet Delay Budget (60 ms vs. 100 ms) and the same Packet Error Loss Rate (10-6) as IMS signalling.
· QCI value 65 = (GBR) MC user plane PTT voice 

This QCI is assigned a Priority Level value of 0.7.  This provides a higher priority than all other traffic except MC delay sensitive signalling (new QCI value 69, as noted above), including priority traffic. 
Note: This QCI also provides a lower Packet Delay Budget (75 ms vs. 100 ms) and the same Packet Error Loss Rate (10-2) as Conversational Voice services.
· QCI value 70 = (non-GBR) MC Data
This QCI is assigned a Priority Level value of 5.5.  This provides a higher priority than all previous data traffic (i.e., previous QCI values 6, 8, and 9 were assigned Priority Level values of 6, 8, and 9, respectively). 
Note: This QCI also provides a lower Packet Delay Budget (200 ms vs. 300 ms) and the same Packet Error Loss Rate (10-6) as specified for QCI values 6, 8, and 9.
· QCI value 66  = (GBR) non-MC user plane PTT voice
This QCI is assigned a Priority Level value of 2.  This provides the same priority as Conversational Voice services (QCI value 1).
Note: This QCI also provides the same Packet Delay Budget (100 ms) and the same Packet Error Loss Rate (10-2) as Conversational Voice services.
3. Relevance of QCI for Priority Services

3GPP TS 22.153, Multimedia priority service, provides Stage 1 requirements for MPS.  The MPS functionality includes the ability for the network to give priority treatment (priority access to voice or traffic channels) for MPS sessions during periods of congestion. The ARP is used to support an appropriate admission priority, and the QCI value plays a role in determining appropriate packet scheduling.  
TS 23.203 clarifies the usage of the Priority Level assigned to the QCI:

“The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall meet the PDB of an SDF aggregate on Priority level N in preference to meeting the PDB of SDF aggregates on next Priority level greater than N until the priority N SDF aggregate's GBR (in case of a GBR SDF aggregate) has been satisfied.”

As indicated above, the Priority Level assigned to the QCI helps to differentiate the treatments provided by the scheduler for different service data flows. 
The relative priorities assigned for different services (e.g., MPS, eMLPP, MCPTT, emergency) can be based on regional/national requirements and network operator policies.  For example, to ensure that MPS is given highest priority, an SDF aggregate carrying MPS traffic should be assigned a QCI that provides appropriate performance characteristics, including a QCI Priority Level that is numerically lower than for other SDF aggregates which may compete for system resources during periods of congestion. To enable MPS traffic to be given highest priority treatment (in terms of packet scheduling by the eNodeB), it was anticipated that MPS would use the appropriate (highest priority) QCI values to handle MPS traffic.  Prior to the introduction of the new QCI values for MCPTT, the MPS approach was to choose appropriate QCI values from the existing set of QCI values as defined in 3GPP TS 23.203, rather than requiring the addition of new QCI values specifically for MPS – e.g.,:
· Use of QCI value 5 for MPS-related IMS signalling, 

· Use of QCI value 1 for MPS-related Conversational Voice traffic, :
· Use of QCI value 2 for MPS-related Conversational Video traffic, and 

· Use of QCI value 6 for MPS-related priority data traffic.

The assignment of QCI values for MCPTT, with priority level characteristics as currently defined, adversely impacts other priority services. The new set of MCPTT-related QCI values have been defined to support QCI priority levels that are numerically lower than the corresponding QCI priority levels assigned for other services, therefore providing a higher priority for MCPTT traffic over other traffic.  This can hamper the ability to establish appropriate relative priorities among different types of traffic for different services (e.g., to allow MPS traffic to be given priority over MCPTT traffic), subject to regional/national policy.

The assignment of QCI priority level values for Mission Critical user plane PTT voice and for Mission Critical delay sensitive signalling which are lower than the values used for all other traffic (and therefore treated with higher priority than all other signalling and media plane traffic) is of particular concern – and may restrict the ability to establish appropriate relative priorities between MCPTT and other priority services (e.g., to allow MPS, eMLPP, or emergency traffic to be given priority over MCPTT traffic), subject to regional/national requirements and network operator policies. 
4. Possible Approaches to Address QCI Impacts

This section identifies several alternate approaches that may be pursued to address the above concern:
· Restrict use of new MCPTT-related QCI values
· Addition of new QCI values for other priority services (e.g., MPS)

· Modification of priority level assignments for MCPTT-related QCI values
The above options are briefly introduced below. Other alternate approaches are encouraged and welcome.  Further study is needed to assess and propose appropriate actions to address this issue.
4.1. Restrict Use of New MCPTT-related QCI Values
Based on off-line discussions with other 3GPP participants, one view that was expressed is that the new MCPTT QCI values may not be applicable for handling MCPTT traffic on certain commercial networks, subject to regional/national policy.  If this understanding was intended, allowing particular public commercial networks to assign alternate MCPTT-related QCI characteristics subject to regional/national policy, then it is suggested that an appropriate note should be added to TS 23.203 for clarification.
Note: The following text from Clause 6.1.7.2 of TS 23.203 seems to contradict such an interpretation, if the “roaming” case referenced below allows for the case of roaming onto public commercial networks, and competing for the associated system resources:

“The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE's current access (3GPP or Non-3GPP).”
4.2. Addition of New QCI Values for Other Priority Services (e.g., MPS)
One of the key reasons that service-specific QCI values were not previously pursued for MPS was to avoid the risk that IMS signalling packets, used to release existing call sessions, might be discarded if MPS-specific traffic is given priority over IMS signalling.  This could exacerbate a congestion condition, by hampering the system’s ability to release existing sessions and to free up the associated system resources.  Furthermore, the inability to exchange IMS signalling could also block the system’s ability to establish other priority calls, including emergency, MPS, and eMLPP calls (and other calls that require the use of IMS signalling for call establishment).

The recent SA2 decision to add new QCIs for MCPTT contradicts this rationale. Given this, there is a need for further analysis to better understand the rationale for this recent MCPTT decision and to assess whether that same rationale is relevant for other priority services (including, but not limited to, MPS).

4.3. Modification of Priority Level Assignments for MCPTT-related QCI Values
TS 23.203 suggests that Mission Critical Push to Talk Voice GBR bearer (QCI-65) needs to have higher priority than IMS signaling QCI (QCI-5). One reason indicated in TR 23.768 (clause A.2) was that:

“While the high priority of the IMS QCI is needed to make sure that any needed release of IMS transactions succeeds, the IMS QCI can also be heavily loaded by much less urgent IMS signalling, e.g. Presence updates, leading to latencies. Hence it is suggested that the Mission Critical Push to Talk is given a higher Priority Level than that of QCI 5.”
As noted above, the existing set of QCI values assigned for MCPTT raises an issue that, if MCPTT-specific (both signalling and MC user plane PTT voice) traffic is given priority over IMS signalling, a situation could arise whereby IMS signalling packets, used to release existing call sessions, might be discarded.  This could potentially hamper the system’s ability to release existing sessions and to free up the associated system resources. The inability to exchange IMS signalling could also block the system’s ability to establish other priority calls, including MPS, eMLPP, and emergency calls.
5. Proposal
It is our understanding that the decision to assign these new QCI values for MCPTT may not have fully considered the potential impacts of this decision on other services, or the relative priorities between MCPTT service and other priority services. (The above discussion has focused on potential impacts on MPS, but similar impacts are anticipated for other services as well, including emergency calls and eMLPP calls.)  Therefore, it is suggested that SA2 should undertake further analysis of this issue, taking into account potential interaction with other services, including MPS. 

Note: In the absence of Stage 1 material that explicitly describes service interactions among the set of priority services, some SA1 efforts may also be needed to aid in resolving these issues. A broader perspective of service interactions among various priority services should be considered, beyond just the QCI related issues as discussed in this paper.
It is suggested that SA2 should discuss, assess, and agree on appropriate actions to pursue – considering the above options along with any additional options that may be identified. 
Attachment A
The following table is taken from Clause 6.1.7 of TS 23.203, and summarizes the current set of standardized QCI characteristics, as referenced in this discussion paper.
Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	GBR
	2
	100 ms
(NOTE 1)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
	4
	150 ms
(NOTE 1)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
(NOTE 1)
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 9)
	
	0.7
	75ms
(NOTE 7, NOTE 8)
	10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
	
	2
	100 ms
(NOTE 1, NOTE 8)
	10-2
	Non-Mission-Critical user plane Push To Talk voice

	5
(NOTE 3)
	Non-GBR
	1
	100 ms
(NOTE 1)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	6
	300 ms
(NOTE 1)
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	
	7
	100 ms
(NOTE 1)
	10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	8
	300 ms
(NOTE 1)
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	9
(NOTE 6)
	
	9
	
	
	

	69
(NOTE 9)
	
	0.5
	60 ms
(NOTE 7)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	5.5
	200 ms
(NOTE 7)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)


	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In order to permit reasonable battery saving (DRX) techniques in both RRC Idle and RRC Connected mode, for the first packet(s) in a downlink talk or signalling burst, the PDB requirement is relaxed but not to a value greater than 320 ms.
NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.
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