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Abstract of the contribution: Background and motivation for the WID “Isolated E-UTRAN Operation for Public Safety (IOPS)”. 
1. Introduction

Isolated E-UTRAN Operation for Public Safety (IOPS) is a Release 13 work item, with General Dynamics UK as Rapporteur, that concluded Stage 1 specification at SA1#67 (August 2014). The SA1 study report in TR 22.897 [1] was completed at SA#64 (June 2014) with the technical specification, containing the service requirements in TS 22.346 [2], approved at SA#65 in September 2014. With IOPS Stage 1 work completed then planning for Stage 2 work activities has begun.

It is anticipated there will be work proposed for both SA2 and SA3: neither groups, to date, having considered IOPS. A view on IOPS’ security challenges was presented to SA3#76 (August 2014) [3]. By way of introduction, and to assist SA2 in determining the scope of architectural work required, the discussion contained in this document is divided into two sections: firstly an overview of the IOPS feature itself, and then an introduction of possible architectural approaches to address IOPS.

2. An overview of IOPS
Ensuring the continued ability of Public Safety users to communicate within mission critical situations is of the utmost importance even when the fixed infrastructure is compromised. The IOPS feature provides the ability to:

· Maintain or create a level of communications for Public Safety users in the scenario where a fixed or nomadic set of eNBs is without normal backhaul communications but has been provided with an alternative (non-ideal) limited bandwidth backhaul.

· Maintain a level of communications for Public Safety users, via an eNB (or set of connected eNBs), following the total loss of backhaul communications (Figure 1).
· Create a serving radio access network without backhaul communications from a deployment of one or more standalone Nomadic eNBs (NeNBs).
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Figure 1: Isolated E-UTRAN formed from eNBs following an outage event within the network [1].
The Isolated E-UTRAN may comprise a single or multiple eNBs. An Isolated E-UTRAN comprising multiple eNBs, with connections between the eNBs, can provide communication between UEs across a wider area of coverage than can be provided by a single isolated eNB. The UEs in the coverage of the Isolated E-UTRAN are able to continue communicating and provide a restricted set of services supporting voice, data and group communications, to their Public Safety users.

The Isolated E-UTRAN may comprise a single or multiple eNBs, a single or multiple NeNBs, or a mixed group of eNBs and NeNBs. 
An Isolated E-UTRAN may comprise a deployment of one or more NeNBs. In this case operator control would initiate Isolated E-UTRAN operation for a group of NeNBs in a given incident area. An Isolated E-UTRAN derived from NeNBs exhibits similar behaviour to an Isolated E-UTRAN derived from eNBs including: support for Public Safety UEs in the coverage area, communication between NeNBs and support for limited backhaul connectivity.

An Isolated E-UTRAN is characterised by having no, or a limited, backhaul connection.  In particular, the IOPS feature enables services to be provided to Public Safety UEs in the following backhaul scenarios:

· No backhaul;

· Limited bandwidth signalling only backhaul;

· Limited bandwidth signalling and user data backhaul.

Realisation of the IOPS feature must be able to manage the potentially dynamic nature of an Isolated E-UTRAN(s) where:

·  (N)eNBs form, join and leave the Isolated E-UTRAN.
· UEs join and leave the Isolated E-UTRAN;
3. IOPS architecture discussion
The overview of the IOPS feature presented in section 2 summarises the service requirements defined in the Stage 1 specification [2]. This section provides a discussion on how to address these service requirements and suggests possible candidate architectural solutions. By means of introducing the discussion on IOPS architecture table 2 suggests features that may inform initial designs considerations with the aim of providing solutions for the IOPS scenarios presented in Table 1.
Table 1: Possible architectural approaches for different backhaul / eNB scenarios
	IOPS backhaul scenario
	eNB type

	
	Fixed Infrastructure eNB(s)
	Nomadic eNB(s)
	Mix of Fixed and

Nomadic eNB(s)

	No backhaul
	Based on “Off-network” MCPTT with extended ProSe bearer routing via eNB(s) and ProSe-based security
	Either:
“Off-network” MCPTT approach
or:

Deployed System in a Box (*) supporting UEs with dual SIMs.
	Either:
“Off-network” MCPTT approach

or:

“System in a Box” approach



	Signaling-only backhaul
	SIPTO@LN with full offload to L-GW providing access to local services and/or wider internet. Existing AKA and security supported via the signaling-only backhaul 
	Either:
“Off-network” MCPTT approach

or:

Full “System in a Box” incl. HSS supporting UEs with dual SIMs.
or:

Partial “System in a Box” without HSS supporting single SIM UEs via MME/HSS in CN.
	Either:
“Off-network” MCPTT approach

or:

“System in a Box” approach

or:

SIPTO@LN approach with full offload.

	Limited backhaul
	Either:
Best effort service based on current specifications

or:

SIPTO@LN with selective offload of services to L-GW providing access to local services and/or wider internet. Existing AKA and security supported via the limited bandwidth backhaul 
	Either:
“Off-network” MCPTT approach

or:

“System in a Box” approach

or:

SIPTO@LN approach with selective offload.
	Either:
“Off-network” MCPTT approach

or:

“System in a Box” approach

or:

SIPTO@LN approach with selective offload.

	Normal backhaul
	Services based on current specifications


4. Summary
The intention of this document is to introduce to SA2 the IOPS feature and its service requirements as approved at SA#65 [2]. The IOPS feature addresses a number of somewhat diverse scenarios, but which are all characterised by a lack of suitable backhaul, possibly resulting from unavoidable restrictions associated with a temporary (nomadic) deployment or which may have arisen due to infrastructure equipment failures which may have been caused by a disaster event.
Reliance upon the centralised CN architecture of current 3GPP specifications does not lend itself to solving the challenges of an E-UTRAN with no, or a limited bandwidth, backhaul. Providing certain functionality in the local network (E-UTRAN) that would normally be provided centrally may be a necessary approach to addressing these challenges. A range of approaches may be appropriate to addressing the different scenarios encompassed by the IOPS feature.

Extending some existing functions that provide services at the local network may be sufficient to support mission critical services in a compromised or fractured infrastructure network. However, it will be necessary to ensure that the SON features supported by the nodes in the local network are able to handle the dynamic creation, modification and dissolution of Isolated E-UTRANs in order to address the challenges of unfolding natural or man-made events.
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