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Abstract of the contribution: The discussion paper proposes a very selective group congestion control requiring no group configuration based on destination IP address 
Discussion
The GROUPE key issue “Group-specific NAS Level Congestion Control” addresses the problem of a group of devices that overload the MME by generating large amounts of NAS signalling. For example, a particular group of devices may continuously try to connect to a non-responding server and does so by repeatedly (and successfully) re-attaching to the network during the recovery phase of this particular server.  
In the described example it is observed that if it was possible to detect the IP address of the failing server causing the congestion and block the NAS requests that relate to that IP address, an almost perfect congestion control would exist. It would be 100% selective, i.e. only the UEs trying to access the particular server and no other UEs would be subject to the control. 

It would also be easy to operate (i.e. low OPEX) in that no pre-configuration of groups would be required. It can be foreseen that definition of groups may be time consuming especially when a UE can belong to several groups. Groups defined in the operator network would also have a dependency to the M2M Service Provider and how devices and servers and organized and grouped. Hence re-structuring at the M2M SP would require procedures for maintaining the operator databases up-to-date.  

[image: image5.png](«A»)




It is assumed that there are methods and tools for Network Operation Centres to detect which AS causes a congestion and which IP address the AS has. By notifying the IP address to the MMEs, the MME can potentially reject any NAS requests that relates to the congested IP address. 

There are at least two ways for how the MME could get to know which IP address a NAS request (Attach or Service Request) relates to. Either the IP address which the device intends to communicate with is included in the NAS request, or the network knows the likely IP address the NAS request relates to. Since the congestion problem occurs at repetitive requests, the network can remember which IP address the UE communicated with the previous time (e.g. by cashing the last used IP destination addresses in the GW or possibly the last few used different IP destination addresses). At repetitive attach requests, the MME needs to keep the UE context between the detach and the re-attach. 

This would be a simple way to handle congestion control for UEs with applications used for MTC without requiring assigning dedicated APNs for such UEs, and without requiring any pre-configured groups in the network.

Proposal
It is proposed to add the below text to the TR 23.769 for discussion and further investigation.
***** First Change *****
5.4
Key issue - “Group-specific NAS Level Congestion Control”

5.4.1
Description

Devices that belong to a predefined group may overload the MME by generating a large amount of NAS signalling. For example, a particular group of devices may continuously try to connect to a non-responding server and does so by repeatedly (and successfully) re-attaching to the network during the recovery phase of this particular server. This causes a significant amount of unnecessary attach procedures and depending on the number of affected devices this may disturb or even hinder the attach procedures of “other” UEs that do not relate to the failure of the MTC server. In such a scenario, the MME shall be able to distinguish attach requests originating from this group of devices which is to be identified by the proposed group identifier and to apply existing NAS level mobility management congestion control schemes, as defined in TS 23.401, to the identified UEs.

The key issue is about how the network determines that UEs belonging to a specific group are causing NAS signalling overload/congestion and not about creating new NAS congestion mitigation schemes.

NOTE: How to identify groups of devices is defined in Key issue 5.5 – Group based addressing and identifiers.
5.4.2
Architectural Requirements

The following requirements need to be met:

· The network shall be able to determine if NAS signalling overload/congestion is caused by UEs that belong to a pre-defined group and apply the existing NAS level mobility management congestion control schemes, defined in TS 23.401 to UEs that belong to this group.

Editor’s Note: It is FFS whether to support group specific congestion control per APN.
5.4.3
Solutions
5.4.3.x
NAS Level Congestion Control based on IP address
5.4.3.x.1
General
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It is assumed that there are methods and tools for Network Operation Centres to detect which AS causes a congestion and which IP address the AS has. By notifying the IP address to the MMEs, the MME can potentially reject any NAS requests that relates to the congested IP address. 

There are at least two ways for how the MME could get to know which IP address a NAS request (Attach or Service Request) relates to. Either the IP address which the device intends to communicate with is included in the NAS request, or the network knows the likely IP address the NAS request relates to. Since the congestion problem occurs at repetitive requests, the network can remember which IP address the UE communicated with the previous time (e.g. by cashing the last used IP destination addresses in the GW or possibly the last few used different IP destination addresses). At repetitive attach requests, the MME needs to keep the UE context between the detach and the re-attach. 

This would be a simple way to handle congestion control for UEs with applications used for MTC without requiring assigning dedicated APNs for such UEs, and without requiring any pre-configured groups in the network.

5.4.3.x.2
Impacts on existing nodes and functionality

5.4.3.x.3
Solution Evaluation
***** Last Change *****
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