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Abstract of the contribution:

This contribution describes the main scenarios to be considered by MCPTT and their corresponding system architectures. It is proposed to include this description in theTR.
1. Introduction
In order to progress the work in SA2 and SA6 on MCPTT, it would be good to agree on an overall MCPTT architecture and define necessary reference points. In this contribution we look at what we assume are the 5 main scenarios and their resulting architecture. It is proposed to included the concerning descriptions in the TS.
2. Proposal

It is proposed to add the following text in the TR:
5.X
Solution X: Layered MCPTT System Architecture

5.X.1
Functional Description

5.x.1.1
General
Editor’s note:
General description, assumptions, and principles of the solution. 
The system architecture can be described as a series of layers providing support to MCPTT operating in different scenarios. Described here are 5 scenarios: (1) In Coverage, (2) Out of Coverage, (3) UE‑to‑UE Relay, (4) UE‑to‑NW Relay, (5) Server-to-Server. 

The system architecture figures identify reference points to define taking into account both existing interfaces and new interfaces that will need to be developed for MCPTT. 

Editor's Note: 
Figures show some but not all entities from the IM CN subsystem. The figures are incomplete. It is FFS which IM CN subsystem entities are needed to support the Layered MCPTT System Architecture. 

NOTE:
Figures also show combined nodes (S-CSCF with P-CSCF and IBCF with TrGW). This is done to simplify the figures. There is no intention to colocate or functionally combine these entities.

5.x.1.2
Per Scenario Layred MCPTT System Architecture

5.x.1.2.1
In Coverage

The figure below depicts a MCPTT server interacting with an MCPTT client over the GC1 interface. This interface may either be broadcast (via the MB2-U interface per 23.468 [x]) shown in RED or sent over a PDN connection shown in BLUE.

Additional control plane interfaces to the MCPTT server are shown (MB2, Rx, ISC), though these are not exhaustive.
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Figure 5.x.1.2.1-1: High-Level Layered architecture view for MCPTT in coverage

NOTE1:
The user plane interfaces described by GC1 may include either MCPTT application-layer control plane (e.g. group control and configuration dialogs) or MCPTT application-layer user plane messages (e.g. media). These are not distinguished in the figure.
This architecture assumes that the IMS framework is reused for subscriber registration and authorization, session control, charging, legal intercept and resource management. Interactions between MCPTT and MMTEL and any future mission critical data service can be undertaken in a common framework. Future evolution of IMS will also benefit MCPTT directly rather than require separate, parallel consideration.
Editor's Note:
It is FFS how IMS registration for the purposes of system resources by MCPTT relates to IMS registration for other purposes, e.g. receiving calls, etc.

5.x.1.2.2
Out of Coverage

The description of this scenario in Solution 1 suffices to capture this scenario.

Editor's Note:
It is FFS whether any differences emerge between the layered architecture described by this solution and Solution 1.
5.x.1.2.3
UE‑to‑UE Relay

The Distributed Mesh described in Solution 1 is extended beyond the coverage of UEs communicating by means of a single PC5. To achieve greater range of communication, or to communicate in situations in which there is not connectivity between all members of the group for other reasons, a UE-to-UE relay allows forwarding of Direct Mode of Operation (dmo) signalling by means of a (single) UE‑to‑UE relay. There is no assumption of MCPTT functionality within the Relay. Its function is assumed to be L3 or L2.
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Figure 5.x.1.2.3-1: High Level Layered architecture view for MCPTT with UE-to-UE Relay
Communication between the UE on the left and the UE on the right includes, in the figure a broadcast user plane shown in RED and a unicast user plane shown in BLUE. 

Editor's Note:
It is FFS whether a unicast user plane is necessary or whether a broadcast user plane is sufficient.
5.x.1.2.4
UE‑to‑NW Relay 

The UE-to-UE Relay architecture shown below shows an extension of the protocol interactions between the MCPTT client and MCPTT server beyond the coverage of by means of a generic UE-to-NW Relay. This relay has no specific MCPTT functions but rather delivers both unicast and broadcast data to the intended UE(s). Its function is assumed to be L3 or L2.

[image: image3]
Figure 5.x.1.2.4-1: High Level Layered architecture view for MCPTT with UE-to-NW Relay

Communication between the UE on the left and the UE-to-NW relay shown in the figure includes a broadcast user plane shown in RED and a unicast user plane shown in BLUE. 

Editor's Note:
It is FFS whether a unicast user plane over GC-dmo is necessary or whether a broadcast user plane is sufficient.
5.x.1.2.5
Server‑to‑Server

The Server-to-Server architecture shown below includes interaction at the MCPTT level (GC-ss)_as well as at the IMS level making use of Ici and Izi reference points for interconnecting two IM CN subsystem networks as defined in 23.228 [xx]. This allows both group communication control and data exchange between two distinct organizations, while leveraging existing IMS services for session management, etc.
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Figure 5.x.1.2.5-1: High Level Layered architecture view for MCPTT with Server to Server Interaction
Editor's Note: 
Another figure is needed to show Server to Server interaction within the same operator network.
5.X.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

5.X.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.X.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
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