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Introduction

In the UPCON TR work, it was noted as FFS how mobility of UEs between RCAFs is addressed.  At SA2#104, the mobility scenario was discussed and it was agreed to continue the discussion further. This paper addresses the mobility aspect and proposes a way forward. We also discuss the motivation for mobility handling on the Np interface. 
Motivation for mobility handling

As documented in TR 23.705, an RCAF is assumed to serve a given geographical area. In larger deployments there may be a need for multiple RCAFs, each serving different non-overlapping subsets of the geographical area covered by the PLMN. This in turn raises the question how to handle UEs that move from an area served by one RCAF to an area served by a different RCAF. 

In smaller and simpler deployments, there may be cases when there is only a single RCAF in the network, in which case mobility between RCAFs does not need to be addressed. It is also possible that in some larger deployments, the RCAF functionality is implemented in such a way that it appears as a single logical entity. While these types of deployments are not excluded, the standardized function should not be restricted to support only these cases. 

Operators may also need the following types of deployments which necessitate multiple RCAFs. 

· A larger network may be regionalized into areas, with different RAN nodes and administrative entities responsible for each area. The RAN nodes, the corresponding RAN OAM systems and the associated RCAF functionality needs to follow the same regionalization. 

· The operator may want to use different RCAF vendors for different parts of the network, similarly as different RAN vendors are common in many deployments. This may be the case e.g., when the RCAF is integrated with the RAN OAM system.
· Network sharing setup may be different in different parts of the network. It is possible that one part of the network is shared and so the associated RCAF function is also shared, while another part of the network is not shared and so the associated RCAF function is also not shared. This requires different RCAFs for different parts of the network. 
For the reasons listed above, the solution cannot be restricted to a single RCAF in a network, and the Np interface needs to address the case of UE mobility in a consistent way. 

Background on RCAF behaviour
Before discussing the details of the mobility scenario, it is worth re-illustrating the congestion detection and reporting procedure as described for the RCAF in TR 23.705.

As the first step the RCAF detects that a given cell X is congested and derives the congestion level of cell X. Then the RCAF determines which UEs (IMSIs and their active APNs) are currently served by cell X. Based on this the RCAF informs the PCRFs serving those IMSIs (for their active APNs, respectively) by sending the congestion level for each IMSI/APN served by cell X via the Np interface.

This procedure also addresses how to detect that a given UE is not served by a congested cell anymore. If the UE moves from a congested cell X to an uncongested cell Y, then the UE’s IMSI will not be amongst the IMSIs served by cell X anymore. Consequently the RCAF will report the non-congestion state for this IMSI to the serving PCRF(s).

Np mobility assumptions
As illustrated above, the RCAF gets information about the congested cells and the UEs affected by congestion based on OAM data and with the help of the Nq interface. When a UE is not affected by congestion, the RCAF nodes do not have any information about the given UE. Therefore when the RCAF detects that a given UE which was earlier affected by congestion is no longer affected by congestion, the RCAF node itself cannot determine whether this is because the UE has moved to another RCAF, or this is because the congestion has ceased at the UE’s current location. The RCAF may indicate to the PCRF that a UE does not experience congestion at the given RCAF, but this does not rule out the possibility that another RCAF may indicate that the same UE is affected by congestion. 
Similarly, when RCAF detects that a new UE is affected by congestion, it cannot determine whether the UE has moved in from another RCAF, or whether congestion has started at the UE’s current location, or whether the UE has moved to a congested area, or whether the UE has been switched on at a congested area. For these reasons, there cannot be any handover procedure with context transfer from an old RCAF to a new RCAF. 
Hence we can draw the following conclusions for mobility handling. 
Conclusion 1: An RCAF node cannot differentiate whether a UE that is no longer affected by congestion has moved to another RCAF or not. 
Conclusion 2: When RCAF indicates no congestion to the PCRF for a given UE on the Np interface, this should be interpreted as no congestion experienced at the given RCAF which does not exclude that another RCAF may report that the same UE experiences congestion. 
Conclusion 3: There cannot be any handover procedure from an old RCAF to a new RCAF involving context transfer. 
Np mobility scenarios
In light of the conclusions 1, 2 and 3 above, the mobility handling on the Np interface has to work without any direct signalling and co-ordination between the old and new RCAF nodes. This also implies that there cannot be any assumptions about the timing of signalling events from the old and new RCAF, e.g. it may happen that the old RCAF reports a change in the status of the UE after the new RCAF indicates the status change due to mobility. 
The lack of direct signalling between old and new RCAF nodes and a simplistic PCRF operation which merely assumes the congestion level based on the latest Np message independent of the source RCAF can however lead to invalid congestion handling as can be seen by the analysis of different mobility scenarios:
Scenario A: 
UE moves from uncongested cell X (served by RCAF A) to congested cell Y (served by RCAF B)

This scenario does not require special treatment given that RCAF A did not consider the UE to be congested and consequently did not report any congestion reports about the UE to the serving PCRFs before. When RCAF B determines the UE’s IMSI in cell Y it will simply report the related congestion level to the serving PCRFs as described in the general procedure in the previous section. 

Conclusion 4: An RCAF change as part of a UE moving from an uncongested cell X (served by RCAF A) to a congested cell Y (served by RCAF B) does not require special treatment to avoid invalid congestion handling.
Scenario B: 
UE moves from congested cell X (served by RCAF A) to congested cell Y (served by RCAF B)

During this scenario RCAF B will determine the UE’s IMSI in congested cell Y and will report the congestion level of cell Y for the UE’s IMSI to the serving PCRF(s).

When RCAF A retrieves the list of IMSIs served by cell X, the UE’s IMSI will not be amongst the IMSIs in that list anymore. Consequently, RCAF A will report the non-congestion state for the UE to its serving PCRF(s). Based on this the PCRF would (falsely) consider the UE to be served by an uncongested cell. This is especially problematic if the congestion reporting from RCAF A about non-congested state arrives to the PCRF later than RCAF B’s report about the congested state, since in that case the PCRF could falsely consider the UE to be permanently non-congested. 
Conclusion 5: An RCAF change as part of a UE moving from a congested cell X (served by RCAF A) to a congested cell Y (served by RCAF B) can lead to invalid congestion handling in the PCRF based on congestion reports from RCAF A. This is especially problematic in case RCAF B’s report arrives to the PCRF later than RCAF A’s report, since in that case the PCRF could falsely consider the UE to be permanently non-congested. 
Scenario C: 
UE moves from congested cell X (served by RCAF A) to uncongested cell Y (served by RCAF B)

In this scenario RCAF B will not report anything for the UE when moving to cell Y since cell Y is not congested. 

RCAF A instead, when retrieving the list of IMSIs served by cell X, will not find the UE’s IMSI in this list anymore. Consequently, RCAF A will report the non-congestion state for the UE to its serving PCRF(s). Based on this the PCRF will correctly consider the UE to be served by an uncongested cell. 

Conclusion 3: An RCAF change as part of a UE moving from a congested cell X (served by RCAF A) to an uncongested cell Y (served by RCAF B) does not require special treatment to avoid invalid congestion reports.
Scenario D: 
UE moves from congested cell X (served by RCAF A) to congested cell Y (served by RCAF B) and returns to congested cell X (served by RCAF A)

This is a variation of scenario B where after RCAF B has detected the UE in cell Y and informed the PCRF accordingly the UE moves back to cell X (served by RCAF A). However, if the congestion status at cell X has not changed then RCAF A will not inform the PCRF. This results in the PCRF to incorrectly conclude that the UE is still served by RCAF B with the congestion level as reported by RCAF B for cell Y. 

Once RCAF B does not detect the UE in cell Y anymore it will send the no congestion state to the PCRF. Upon this, the PCRF will incorrectly consider the UE to be in an uncongested cell. 
Conclusion 5: An RCAF change as part of a UE moving from a congested cell X (served by RCAF A) to a congested cell Y (served by RCAF B) and shortly after back to cell X can lead to false congestion reports from RCAF B and subsequently to the PCRF mistakenly considering the UE to be in an uncongested cell.

Scenario E: 
UE moves from congested cell X (served by RCAF A) to uncongested cell Y (served by RCAF B) and returns to congested cell X (served by RCAF A)

In contrast to the previous scenario, scenario E does require special treatment. Given that cell Y is not congested there will not be any congestion report from RCAF B to the PCRF. If the UE returns to cell X quickly, then RCAF A will not have sent a no congestion state indication to the PCRF. Consequently the PCRF will still consider the UE to be in a congested cell with the correct congestion level. If RCAF A has sent the no congestion state already, then RCAF A will re-detect the UE and inform the PCRF again accordingly.

Conclusion 6: An RCAF change as part of a UE moving from a congested cell X (served by RCAF A) to an uncongested cell Y (served by RCAF B) and shortly after back to cell X does not require special treatment to avoid invalid congestion reports.
Other scenarios
We refrain from illustrating the analysis of further scenarios (e.g. RCAF changes when the is UE moving from cell X to cell Y to cell Z or the UE moving from an uncongested cell to a congested cell and back) since those can easily be decomposed into the scenarios illustrated above while not leading to additional conclusions.
Np mobility solution

As discussed in the previous section, in most cases UE mobility from an old RCAF to a new RCAF is solved automatically. However, some scenarios (scenarios B and D presented above) can lead to invalid congestion handling at the PCRF.
To solve these problematic scenarios, we propose to use explicit signalling from the PCRF to release the UE context at the old RCAF. This avoids the problems due to having obsolete UE contexts stored at old RCAF nodes, and thereby avoids the problems with the above scenarios. The solution involves additional signalling during mobility; this is assumed to be acceptable, since mobility between RCAF nodes is expected to be rather infrequent. 

The proposed solution requires the PCRF and RCAF nodes to observe the following rules. 
PCRF rules:

· The PCRF maintains the current RCAF which has last indicated that the UE is affected by congestion. 

· When a new RCAF indicates that the UE is affected by congestion, the PCRF sends a message to the old RCAF to explicitly release context at the old RCAF. 
· When the PCRF receives a message from a new RCAF that does not indicate that the UE is affected by congestion, that message is not taken into account at PCRF. Such a message may be a message indicating the “no congestion” state for the UE, or a message indicating a set of congestion levels for the UE which includes the “no congestion” state in case reporting restrictions are used. When receiving such a message, the current RCAF remains unchanged; no release context message is sent to the old RCAF, and the PCRF assumes the previous congestion status without updating it to “no congestion” state. However, the message may be acknowledged towards the RCAF. Note that this case occurs only if the RCAF is in fact a previous RCAF whose message has been delayed and the message arrives to the PCRF after the PCRF has received a message from another RCAF. 
· When PCRF removes its own UE context at IP-CAN session termination (e.g., UE is being detached), then PCRF explicitly signals to the current RCAF to releases context the UE context. 
RCAF rules:
· When indicated by PCRF signaling, an RCAF releases the UE context, including reporting restrictions. This also implies that the RCAF does not indicate to the PCRF that the congestion state is over. 
Note that if UE becomes affected by congestion again after the UE context has been released, the RCAF reports change to congestion state to PCRF as normally. 
The figure below shows the mobility handling from RCAF1 to RCAF2 based on the rules above
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The figure below shows the case when the IP-CAN session is terminated at the PCRF. 
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These rules address the problematic scenarios B and D above. In the case of scenario B, the Release context message to RCAF A would ensure that RCAF A does not send any subsequent message indicating no congestion state at RCAF A. It may happen that RCAF1 still sends a message indicating no congestion state before it receives the release context message; however such a no congestion indication from RCAF A would not be taken into account at the PCRF based on the rules. In the case of scenario D, the release context message to RCAF A ensures that RCAF signals to the PCRF once again should the UE move back to RCAF A and is affected by congestion.  

The use of the release context messages also makes sure that possible reporting restrictions (discussed in S2-142354) which are stored as part of the UE context in the RCAF cannot become obsolete. This is ensured because each time the UE moves to a new RCAF or terminates its session, the old reporting restrictions removed. 
It is possible for a UE to be connected to multiple PDNs simultaneously identified by different APNs. In that case, the PCRF corresponding to these different PDN connections (or PDP contexts for 3G) can be different. However, for a given APN the PCRF is always the same even if multiple connections are opened to the same PDN. 
Such multiple PCRF case can be simply handled in such a way that each Np connection to a PCRF is handled independently. The Np mobility approach presented above applies for each Np connection to a PCRF. The UE context in the RCAF in this case can be handled separately for each Np connection. However the actual congestion level is assumed to be the same. A Release context request message from a PCRF applies to the UE context specific to the given Np connection only. The RCAF can completely release all of the context for a given UE when it has released the context for each Np connection of the given UE. 
Proposal
It is proposed to add a description of the mobility handling to the normative UPCON specifications in TS 23.203 as shown in S2-143078. 
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