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Abstract of the contribution: the paper discusses high level architecture models for network and direct mode of operation. It proposes adoption of architectural models with the identified functional components. Some focus is on managing user and group status information using the presence service and making that status information available for users and group services.
Introduction
This paper provides an architecture model for MCPTT that breaks the overall system into a few main components for getting some reasonable functional and logical separation. The proposed model aims at a common functional model for commercial and public safety usage. Further is the model intended to support a variety of services, not only PTT for voice.
The functional components of the model are: 
· A register/database, storing group service subscriptions/permissions and related user service settings per MCPTT user and also storing lists/subscriptions on a per group basis.
· A group service controller, managing all group services that include media, like PTT.

· Media resource handling function, managing user plane aspects, like transcoding or encryption.
· A presence service, managing collection and distribution of all MCPTT related/required status information per user, UE, group and group service. 
· Border Gateway and Interworking Function: handling interoperation with other systems, like other PMR or also fixed or mobile public networks.
· IMS-like Common Functions, providing functions common for various services, like authenticating users, protecting the signalling, service/signalling routing, letting the user manage his service settings, but also providing basic ptp services and group instant messaging.

Depending on the usage scenario there may be different deployments of that common functional architecture model presented herein. For public safety it could be that all service domain functions are deployed in a service provider domain whereby all security functions are allocated in that domain for providing end to end security. This service provider domain operates like a VPN on top of the bearer domain that may be provided by a PLMN. For commercial usage all functions could be deployed in the same administrative domain, i.e. within a PLMN, and may therefore rely on bearer domain security without deploying extra security functions in the services domain. As it is a functional architecture, implementations may consider combining multiple functional entities onto the same physical entities.

In the following MCPTT architecture models are described for network mode and for direct mode of operation. Some intention is to align the two as good as possible regarding how services are provided to the users.

In addition to the high level architecture models the functionality of the presence service is shown more in detail and how it serves as a component of the MCPTT architecture for managing the various user and group status information aspects.
MCPTT architecture model for network mode of operation
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Register: contains all user specific credential, the MCPTT service(s) and the group(s) permitted for the user as administrated by the operator/dispatcher. Further it contains the user specific MCPTT service settings, like that a user is “not willing” to participate in communications of a group, which is independent from the permission assigned by the operator/dispatcher. A Group-ID may be considered a specific separate “user” entry in the register. The Register is logically separated from HSS.
Common Functions: (like S-CSCF) provide on service level user authentication and authorization (single sign on) and registration for all basic ptp services. It is also providing the basic ptp services like VoIMS or instant messaging. The Common Functions allow the user to manage his MCPTT service settings in the Register, e.g. which of the permitted groups the user wants to use.

Presence Service: is some status registration and information distribution service. A user’s registration via Common Functions causes also registration at the presence service for all Group-IDs that the user belongs to (i.e. where the user has permission and also set in the Register that he wants to be in that group). The registration with the presence service may include further details, like location or other status of the user or also device capabilities. After registration with the presence service the user gets informed about all other users for each of the user’s groups, possibly including status information for the other users. Further, the user will be updated later when any information related to a group he belongs to changes, i.e. with registering in the system the user becomes also a watcher of information related to the user’s groups. The Presence Service interacts with the Register for obtaining user and group related information. 

Group Services Controller: manages all control signalling for any type of group services that have media associated, including control of related media handling.  When a group service is initiated the controller gets from the presence service the list of present users for the Group-ID that is targeted at group service setup. It registers also as a watcher to receive group status updates during the ongoing group service.
Resource Control and Encryption: (P-CSCF like) derives resource needed in bearer domain. It does encryption of the signalling.

MRF: all media resource handling, e.g. transcoding, but also media encryption for public safety usage; commercial deployments may use bearer domain security.
Border Gateway and Interworking Function: are for interoperation with other “PTT systems”, with fixed networks or as a gateway for interoperation with an MCPTT system from another operator.

MCPTT architecture model for direct mode of operation
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Presence Service: uses local service settings to control collection of presence and status information about other users from groups that the user wants to use and has credentials for. The UE local presence service determines that information using the Prose Discovery service. Possibly the Prose Communication service is also used (in broadcast mode), if there is more presence/status information per other user than the Prose Discovery service can cope with.

Group Services Controller: manages the control signalling for to/from other users via Prose Communication service and thereby also the exchange of Prose Communication parameters for related media transport.

Component: Presence Service for network mode of operation

The MCPTT overall system/service requires collection of a large variety of status information about users, groups and services and distributing the collected information to users and services. A Presence Service is a service that collects presence and possibly other status information and distributes any updated presence information to entities that registered for receiving such information. This makes a Presence Service suitable for being adopted as a generic service component within the MCPTT architecture for managing presence and other status information per user and per group and making the collected information available to users and services that need such user or group status information.

In the annex some high level Presence Service procedure flows from TS 23.141 are copied, which show the generic information flows in an IMS environment.

The initial step is when a user/presentity registers its presence with the presence server, which is the first high level flow shown in the annex. For group services the presence server may perform additional actions during that registration. E.g., for each user that becomes present the server downloads the user’s group permissions and group service settings from the subscriptions & group-list register. For each permitted group where the user has also set the service setting to “interest in participation” the server updates the group status list by setting the related list entry, i.e. marks that user as being present for that group.

As a result, any other user or any service with permission to watch that group, like a PTT group service, that have registered as a watcher for a group will be updated with the new group status showing the registering user as being present.

The new present user is also interested in the status of all the groups that he belongs to. So the UE/user subscribes as a watcher to all groups that he has permissions for. Refer to the flow in annex for user/watcher subscribes for receiving status information. As a result the UE/user receives the current status for each group, including e.g. which user is present in what group and whether a group communication service is ongoing for a group. This status information may also trigger the UE to join all the group communication services that the user belongs to and which are ongoing.

A group communication service, i.e. the related group service controller, also registers as a watcher when a group communication service is initiated for a group. This provides the group service control with the list of all present users for setting up the group service. And the group service is then also continuously updated with the users that become present or leave, which the service control may use for managing the service, e.g. removing a user from a group communication service when its status becomes “not present”.

Further is there a procedure for updating a user’s/UE’s presence or status information with the presence service/server (not copied to annex; is a simple and straightforward flow). This may be for changing interest in permitted groups, device capabilities (e.g. audio or video) or also location information. Thereby the presence service provides a general functions for overlooking all user/UE and service based status information, which is made available to users and services.

Component: Presence Service for direct mode of operation

In direct mode there are no central components that collect and distribute status information. Therefore the presence function in the UE needs to collect presence/status information about other users, groups and ongoing services autonomously by using Prose discovery or Prose communication services. From user perspective it is advantageous to provide status information and service handling comparable to network mode of operation. To gain this the UE local presence functionality for direct mode of operation may try to mimic y using Prose services to gain what is available during network mode of operation.

Proposal

It is proposed to adopt the described functional components and the high level architectural models for organising and structuring the MCPTT work. Specifically adopt a presence service as a component for managing the various status information elements related to user, group and service status. The other functional components seem already more commonly assumed as part of an MCPTT architecture.

Annex: presence procedures from  TS 23.141

A.2.3.2
IMS Registration Notification process to the Presence Server within IMS

The following flow describes how the presence server is notified of an IMS registration event by the network elements.
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Figure A.2.3.2-1: IMS Registration Notification procedure for the Presence Server

1.
UE registration takes place with the S-CSCF as detailed in TS 23.228 [9]. As part of this process, the filtering criteria are downloaded to the S-CSCF from the HSS. The filter criteria contains instructions that the registration be sent to the presence network agent (e.g. registration, de-registration).

2.
The S-CSCF sends the registration to the Presence Network Agent via the ISC interface.

3.
When the Presence Network Agent receives the notification of the IMS registration event from the S-CSCF, it determines that this registration is an event that the Presence Server is interested in and informs the Presence Sever.

__________________________________________________________________________________________
A.2.2.1
IMS Watcher and IMS Presentity in the same or different IM-CN
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Figure A.2.2.1-1: IMS Watcher registering for event notification

Figure A.2.2.1-1 shows an IMS watcher subscribing to presence event notification about an IMS based presentity. The presentity may either be in the same IM-CN subsystem as the watcher or may be in a different IM-CN subsystem. The flows for both these cases are the same.

Note-i:
The path of the SUBSCRIBE dialog may optionally include additional I-CSCF(THIGs) in networks where network topology hiding is applied.

Note-ii:
The flow shows the case that the S-CSCF of the Presentity does not remain in the path of the dialog.

The details of the flows as follows:

1.
A watcher agent in a UE wishes to watch a presentity's presence information, or certain parts of the presentity's presence information (defined by the filters included in SubscribePres). To initiate a subscription, the UE sends a SubscribePres message request containing the presence related events that it wishes to be notified of, together with an indication of the length of time this periodic subscription should last. The UE sends the SubscribePres information flow to the proxy (subscriber identity, home networks domain name). The SubscribePres may also include an indication of the watcher's capability to handle partial notifications.

2.
The P-CSCF remembers (from the registration process) the next hop CSCF for this UE. In this case the SubscribePres is forwarded to the S-CSCF in the home network. In this case, the P-CSCF and the S-CSCF act as a Watcher Presence Proxy.

3.
The S-CSCF is unable to resolve the presence server address of the presentity that the UE is requesting to watch, and as a result forwards the SubscribePres message to the an I-CSCF offering part of the Presentity Presence Proxy functionality. The S-CSCF shall examine the home domain of the presentity associated with the request and if the request is for a presentity outside the operator's domain, it determines the external I-CSCF. If the request is for a presentity in the same domain, the S-CSCF forwards the request to the local I-CSCF.

4.
The I-CSCF examines the presentity identity and the home domain identity and employs the services of a name-address resolution mechanism to determine the HSS address to contact. The I-CSCF shall query the HSS to obtain the address of the S-CSCF associated with the Presentity. It shall query the HSS via a Query message.

5.
The Query Resp message from the HSS provides the name of the S-CSCF associated with the presentity.

6.
The I-CSCF, using name of the Presence Server shall determine the address of the S-CSCF through a name-address resolution mechanism. The SubscribePres message is forwarded to the S-CSCF.

7.
The S-CSCF using any necessary filtering criteria forwards the SubscribePres message to the appropriate Presence Server.

8.
At this stage the presence server performs the necessary authorisation checks on the originator to ensure it is allowed to watch the presentity. Once all privacy conditions are met, the presence server issues a MsgAck to the S-CSCF. (In the case where the privacy/authorisation checks fail, then a negative acknowledgement is sent to the watcher).

9.
The S-CSCF forwards the to the I-CSCF.

10.
The I-CSCF forwards the MsgAck to the originating S-CSCF.

11.
The S-CSCF forwards the MsgAck message to the P-CSCF.

12.
The P-CSCF forwards the MsgAck to the watcher agent in the UE.

13.
As soon as the Presence Server sends a MsgAck to accept the subscription, it sends a NotifyPresUp message with the current full state of the presentity's tuples that the watcher has subscribed and been authorised to. The NotifyPresUp is sent along the path of the SUBSCRIBE dialog to the S-CSCF allocated to the Watcher. Further notifications sent by the Presence server may either contain the complete set of presence information, or only those tuples that have changed since the last notification if the watcher has indicated the capability to process partial notifications.

NOTE:
If charging for updates to presence information per watcher is enabled, then the presentity presence proxy will remain in the SUBSCRIBE dialogue path and the NotifyPresUp is routed through the presentity presence proxy. The presentity presence proxy (S-CSCF) will provide the charging update.

14.
The S-CSCF forwards the NotifyPresUp to the P-CSCF.

15.
The P-CSCF forwards the NotifyPresUp to the watcher application in the UE.

16.
The UE acknowledges the receipt of the NotifyPresUp message with a MsgAck sending this to the P-CSCF.

17.
The P-CSCF forwards the MsgAck message to the S-CSCF.

18.
The S-CSCF allocated to the presentity forwards the MsgAck to the Presence Server.
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Presence server updates all authorised watchers with new  presence information
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