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Discussion: RAN interpretation of the packet marking

The FPI solution assumes packet by packet marking by the EPC that is interpreted by the RAN to provide a differentiated service especially in case of congestion. Now comes the question of how the RAN should interpret this marking.
Taking into account radio conditions

A first point to mention is that Radio channel characteristics and quality cannot be ignored. There can be orders of magnitude differences in the quickly changing channel conditions. Ignoring radio quality differences between the UE may lead to serious performance degradation. Radio channel quality is considered by existing mechanisms in the RAN node which e.g., schedule UEs when their channel is known to in good conditions, possibly in a burst, and postpone transmission when the channel is temporarily in worse state or when the UE is unavailable (such as for DRX). Also, existing mechanisms in the RAN node can significantly improve spectral efficiency by adjusting radio resource allocation based on channel measurements. A priority mechanisms that would not respect these RAN aspects would eventually lead to worse congestion handling than not having any packet marking at all
.
NOTEX: RAN processing of packets marked with FPI is meant to still support the capability of RAN nodes to take into account the radio conditions of the UE when scheduling traffic.
Taking into account Constraints of RAN layers
As specified in 36.323 (about PDCP) 
· There is one PDCP entity per bearer of an UE: 

“Each RB (i.e. DRB and SRB, except for SRB0) is associated with one PDCP entity. Each PDCP entity is associated with one or two (one for each direction) RLC entities depending on the RB characteristic (i.e. uni-directional or bi-directional) and RLC mode. The PDCP entities are located in the PDCP sublayer” (sub-clause 4.2.1 “PDCP structure”).
· PDCP expects in sequence delivery of the PDCP PDU it sends to the lower layers (sub-clause 4.3.2” Services expected from lower layers”).

As long as the above is true, scheduling after PDCP has processed the traffic and has allocated PDCP Sequence Number to the packets can no more provide traffic differentiation within a bearer (and especially traffic reordering due to different traffic priorities that would depend on FPI).
One can envisage a theoretical model of the ENB where the scheduler would serve queues at GTP-u / PDCP boundary. In that case the scheduler would take into account both the QCI and the FPI and PDCP processing would only apply to PDU that have been selected for transmission by the scheduler.

The issue with this approach is that it does not support configurations where the scheduler and the GTP-u/PDCP layer are in different nodes such as the Dual Connectivity configuration split bearer (3C) where the scheduler in the SENB serves a GTP-U/PDCP layer in the MENB.
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It is doubtful that each time the scheduler in the SENB decides to send a PDU from a split bearer, the scheduler would ask the PCDP layer in MENB to process a PDU (including the allocation of a PDCP Sequence Number) and send the PDU to the SENB. Such a mechanism is likely to prove not to viable when considering real life deployments with a non ideal backhaul between the MENB and the SENB

As a consequence whether FPI can apply to packet processing other than Active Queue Management (especially whether and how it impacts packet scheduling) should be assessed by RAN groups. 
As long as RAN have not indicated that FPI based scheduling does not severely interfere with current RAN user plane architecture, SA2 should not take assumptions about scheduling differentiation based on differentiated packet marking within a bearer.

It must be also noted that the packet marking handling has to be harmonized with a number of RAN mechanisms (QCI scheduler, interference cancellation, DRX, cell selection, etc.). 

Proposal

It is proposed to

A) involve the RAN groups to further assess the packet marking based differentiation by sending a LS to RAN 2 asking them:
1) What are the RAN constraints of packet marking based differentiation (and scheduling) as compared to bearer based differentiation?

2) How are these constraints expected to affect the performance of congestion handling?

3) What is the impact of realizing packet marking based scheduling in RAN nodes?

4) How does packet marking based differentiation co-exist with QCI based differentiation in a backwards compatible way? 
B) Update 23.705 as follows
--------------------------------------START CHANGE------------------------------------------
6.2.1
Solution 2.1: Flow priority-based traffic differentiation on the same QCI (FPI)
6.2.1.1
General description, assumptions, and principles

This solution addresses the key issue on "RAN user plane congestion mitigation". The solution also addresses certain aspects of the key issue on "Video delivery control for congestion mitigation" and certain aspects of the key issue on "Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion".
Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) performed either by the GGSN/PGW or by the TDF, the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Priority Indicator (FPI) identifying QoS differentiation that should apply to this packet compared to other packets mapped to the same QCI, especially in case of RAN congestion
For GTP-based interfaces the FPI marking is provided in downlink user plane packets.

NOTE 1:
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. Alternatively, the FPI could be encoded as a DSCP value in the header of the inner IP packet. The details are up to stage 3.
NOTE 2:
Using DSCP marking in the header of the inner IP packet may limit the use of DSCP values for other purposes.
Editor's note: If and how the approach can be exploited also in the uplink direction is FFS.

For PMIP-based S5/S8 interface, the FPI marking is provided by the GGSN/PGW/TDF as context data in downlink user plane packets using one of the following options:

· Network Service Header (NSH) [12]: The SGW performs GTP-U FPI marking based on the received FPI marking from GGSN/PGW that is encoded in the NSH context data. 

NOTE 3: 
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode FPI as NSH context data is up to Stage 3.

· DSCP of the outer IP header

NOTE 4:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

· Tunnelled DSCP: The PGW/GGSN/TDF may tunnel packets to the SGW and provide the FPI within the DSCP of the inner IP header. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. The SGW is required to replace the DSCP marking of the inner IP header with operator defined values based on configuration.

The range of valid FPI values shall be standardized.

The usage of the FPI is expected to apply for Non-GBR QCIs only.

NOTE 5:
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FPI is not intended to replace the QCI but to complement it. Thus no conflicts are foreseen between the FPI and the QCI. The FPI complements the QCI as described below:

· The introduction of the FPI is not meant to imply a reshuffling of the User plane stack over the radio and is meant to work in various conditions such as when a Radio bearer is split between a MENB and a SENB.. 
· Both the FPI marking of each user plane packet and the QCI of the bearer carrying this packet are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in subclause 6.1.7.2 of [11], if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.
· 
· Allocating different FPI values to flows sent via the same bearer is meant to allow RAN traffic differentiation in case of congestion. The FPI may be used by Active Queue Management techniques: a set of FPI is standardized and associated with a packet drop “priority” in case of congestion. The actual level of packet dropping (or ECN marking) for a given flow depends on the radio congestion status and on the packet drop “priority” of its FPI: in case of congestion, packets belonging to a FPI with a higher packet drop “priority” will be the first to be tagged with ECN or to be dropped..
NOTE 6: The queue management is assumed to avoid that not queues are empty which would lead to radio under-usage.
· Other mechanisms (than AQM) related with FPI are not excluded but not specified.
NOTE 7:
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows with lower FPI is avoided.
NOTE 8: RAN processing of packets marked with FPI is meant to still support the capability of RAN nodes to take into account the radio conditions of the UE when scheduling traffic.
If the usage of the FPI is enabled in the RAN, the packets that do not include any FPI marking should be scheduled according to a default FPI pre-configured in the RAN. The default FPI may be configured per PLMN.

NOTE 9:
The default FPI pre-configured in the RAN allows support of home routed roaming scenarios where the FPI is used in the VPLMN but not in the HPLMN. The default FPI pre-configured in RAN also enables deployment scenarios where, based on operator's configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FPI, while the rest of traffic is not marked. If the usage of the FPI is not enabled in the RAN, the RAN shall ignore the Flow Priority Indicator if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.
The usage of the FPI, in conjunction with the QCI, to prioritize user plane data packets has the following characteristics and peculiarities:

· It is applicable to UTRAN and E-UTRAN. 
· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· Information to enable charging differentiated on the FPI assigned to the packet flow should be included in charging records and transferred over online/offline charging interfaces. This is because the FPI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles. The flow/application-based charging function of PCC is used to fulfil this purpose. To enable differentiated charging for this purpose, the operator may assign different charging-keys or different charging-key/service-identifier pairs to the PCC/ADC rules matching the respective service data flows/detected application traffic.
· It should be possible for the GGSN/PGW to set the FPI based on subscription. Support for PCC control of the feature is therefore necessary.

As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.
The following tunnelling/marking solutions are under consideration to be used between the TDF and the GGSN/PGW in order to classify packets detected by the TDF:

-
DSCP

NOTE 10:
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.

-
Tunnel which carries DSCP marking implemented in the inner IP packet header

In case of Tunnel which carries DSCP marking implemented in the inner IP packet header option, original DSCP markings used in operator's network are used in the outer DSCP field of the tunnel in order to keep the transport network unaffected. The examples of the tunnels which may carry the DSCP marking are: GRE, IP-in-IP tunnel, depending on implementation. 
Editor's note: The additional tunnelling options (e.g. GTP-U) are FFS and can be exploited in the future.

Editor's note: It is FFS if and how RAN user plane congestion awareness can be exploited to optimize the solution described in this section. For example an option to be investigated is the possibility to enable the packet classification required to properly set the FPI only in case of RAN user plane congestion, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
6.2.1.2
High-level operation and procedures

Overall the solution would work as described below (see Figures 6.2.1.2-1 and 6.2.1.2-2):

· In case the packet classification is performed by the GGSN/PGW, upon packet classification the GGSN/PGW derives the FPI to be provided in downlink user plane data packets based on configuration or based on the FPI parameters received from the PCRF within the corresponding PCC Rule. In case the packet classification is performed by the TDF based on configuration or based on ADC rules received from the PCRF, the TDF marks the packet according to the result of the packet classification. Then, GGSN/PGW performs FPI marking based on PCC rules which take into account the result of packet inspection received from the TDF and then provides the FPI marking in the downlink user plane data packets. In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.
· When receiving the FPI in a user plane packet and if a new GTP-U extension header or the NSH is used to convey the FPI, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Iu or S1. In order to support roaming scenarios, the FPI should be forwarded over Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN). Absence of additional information is an indication of a VPLMN provided FPI.
NOTE:
The SGSN or SGW determines and indicates "Operator Group GGSN" based on local configuration.

· For roaming subscribers, based on local configuration, and taking into account the HPLMN ID and the GGSN/PGW location information provided by the SGSN or SGW, the RAN may remap the FPI received in the downlink user plane packet to a value locally configured in the RAN. The RAN uses the FPI associated to each downstream user plane packet and the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered over the air interface.
Editor's note: The current description of the usage of the FPI in roaming scenarios is aligned with what was defined in Rel-11 for SIRIG, where remapping of the SCI values in downlink user plane packets is performed by the GERAN access in VPLMN. 
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Figure 6.2.1.2-1: RAN congestion mitigation based on the FPI with packet classification performed by the GGSN/PGW.
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Figure 6.2.1.2-2: RAN congestion mitigation based on the FPI with packet classification performed by the TDF.
6.2.1.3
Impact on existing entities and interfaces

GGSN and PGW:

· Marking of the Flow Priority Indicator (FPI) in downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.

· In case DSCP marking is used to convey the FPI and the TDF has already performed DSCP marking to classify packets, GGSN/PGW is not required to perform FPI marking.

· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· In case the TDF is deployed for packet classification, taking into account the received packet classification for determining the FPI value which is then provided in the downlink user plane data packets.

TDF:

· Marking of the downlink user plane data packets based on the configuration or the policies received from the PCRF and the information collected after some form of packet inspection.
· Inclusion of the information needed to enable charging based on FPI when reporting over online/offline charging interfaces and when performing credit control over online charging interfaces.

· Inclusion of the FPI in CDRs and transfer the FPI over online/offline charging interfaces.
NOTE:
This can be done if TDF marks the classified packets in the same way as PCEF will mark FPI in the downlink packets. This can be achieved by having appropriate configuration at the TDF or appropriate ADC Rule setting by the PCRF. 
SGSN and SGW:

· For GTP-based S5/S8, when receiving the FPI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Iu or S1.

· For PMIP-based S5/S8, the SGW performs GTP-U FPI marking over S1/S4 based on the NSH or the DSCP marking over S5/S8.

· Together with the FPI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the FPI is assigned by a GGSN/PGW in the Home PLMN, by a GGSN/PGW in the Visited PLMN or by a GGSN/PGW for which the FPIs are coordinated across the different operator group PLMNs and the serving PLMN of the SGSN or SGW (Operator Group GGSN).
PCRF:

· Provision of PCC/ADC Rules to control FPI marking on per subscriber and/or per application basis.

OCS and OFCS:

· Support for charging differentiation on the applied FPI based on the principles for PCC flow/application based charging.

BSC, RNC and eNodeB:

· Usage of the FPI, in conjunction with the QCI, to provide traffic differentiation especially in case of congestion..

· In case DSCP marking is used to deliver the FPI, RAN must read the DSCP value from U-Plane packets.

6.2.1.4
Solution evaluation

Advantages: 
-
Achieves congestion mitigation by prioritization of traffic marked as important over unmarked traffic and by prioritization of unmarked traffic over traffic marked as not important.

-
Does not require the marking of all traffic though it does require packet classification.

-
Allows for differentiation in traffic prioritization beyond the granularity possible with standardized QCIs.

-
Allows for differentiation in traffic prioritization of traffic with the same QCI.

-
Avoids the need for fast and fine-granular feedback about RAN congestion to CN for realizing traffic prioritization at the PCEF/TDF.

-
Prevents RAN node underutilization as the available capacity will always be used (if downlink traffic is available).

-
No functional impact on UE.

Disadvantages:
-
Usage of FPI increases complexity of RAN node. 
-
Impacts User Plane signaling (GTP header or IP header).
Additional considerations:

-
If DSCP is used to transfer FPI, the possible value range is limited to 32 values (and the UE gets aware of the FPI values set by the operator).


--------------------------------------END CHANGE------------------------------------------
� This part is copied from the text of the E// paper
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