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1
Proposal
MCPTT can operate in four different modes. We believe that it would be beneficial for the future work to define these modes of operation so that candidate solutions can be categorised accordingly. The proposed modes of operation are as follows:

1. Network-mode operation (NMO): MCPTT mode of operation where the UE is served directly by E-UTRAN and uses MCPTT service provided by the network;

2. Network-mode operation via relay (NMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-Network Relay and uses MCPTT service provided by the network;

3. Direct-mode operation (DMO): MCPTT mode of operation where the MCPTT service is supported over ProSe Communication paths without network involvement.

4. Direct-mode operation via relay (DMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-UE Relay and the MCPTT service is supported over ProSe Communication paths without network involvement.

This contribution proposes a solution for DMO.
It is proposed to agree the proposed solution for inclusion in TR 23.779.

######################### TEXT PROPOSAL FOR TS 23.779 #########################
5
Candidate Solutions 
Editor’s note:
This clause is intended to document architecture solutions to meet the Stage 1 requirements as well as the Architecture Requirements in clause 4.2. 

5.X
Solution X: Distributed non-SIP application for DMO-R
5.X.1
Functional Description

The solution described in this clause is illustrated in Figure 5.x.1-1.
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Figure 5.x.1-1: High-level architecture view for DMO
GC1-dmo is the inter-UE application level interface connecting the MCPTT clients for DMO operation (MCPTT-DMO clients).
The MCPTT-DMO client has the following characteristics:

-
It runs on top of the ProSe One-to-Many communication service defined for PC5 in Rel-12.
-
It is not SIP-based, given that the underlying PC5 architecture is fully decentralised and given that the membership of this ad hoc network is unstable, due to the fact that UEs may move constantly in and out of each other’s coverage.

-
It has functionality for fully decentralised floor control.

-
It may support functionality for location, presence or status reporting, as identified in the Stage 1 requirements.

5.X.2
Procedures


5.X.2.1
General

The following procedures are described with call flows:

-
Distributed floor control: describes the operation of a distributed floor control protocol. Contrary to NMO and NMO-R, there is no procedure for MCPTT session setup, because the MCPTT “session” in DMO can be considered pre-established (i.e. UE is pre-configured with the ProSe Layer-2 Group ID that is uniquely associated with an MCPTT Group; whenever the UE wishes to send a packet to the group, it just transmits the packet on the ProSe Layer-2 Group ID, without having to explicitly “establish” a session).
5.x.2.2
Distributed floor control for DMO
One of the salient features of the DMO architecture described in clause 5.x.1 is the absence of a location for centralised floor control for applications that require it (e.g. MCPTT). Figure 5.x.2.2-1 attempts a system-level description of distributed floor control protocol that can be used in conjunction with the DMO architecture described in clause 5.x.1. The figure focuses both on:

-
Layer-2 aspects, such as layer-2 addressing and medium access protocol;

-
Application layer aspects, such as application layer addressing and signalling messages for floor control.
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Figure 5.x.2.2-1: Distributed floor control in the DMO architecture
It is assumed that the Public Safety UE is configured with the following data for each MCPTT Group of which it is a member:

-
ProSe Layer-2 Group ID - the layer-2 identifier uniquely identifying this MCPTT Group, and

-
Group Master Key - a static security key that is common for all members of this MCPTT Group. This key is used for derivation of encryption and integrity protection keys for all traffic sent within the group.

All layer-2 frames carry ProSe Layer-2 Group ID in the Destination Layer-2 ID field. This applies to both signalling messages and talk bursts. The Source Layer-2 ID field in all frames is set to the layer-2 identifier of the sender's device.

NOTE 1:
The ProSe One-to-Many communication service defined in Rel-12 is an IP communication service. The IP packet header is not depicted in Figure 5.x.2.2-1 for simplicity, because the IP addresses are a functional duplication of the Layer-2 addresses and have no added value other than simplifying the implementations.

Floor control for MCPTT is performed with two signalling messages:

-
FLOOR REQUEST (freq): used for seizing the floor for MCPTT group communication to this specific ProSe Layer-2 Group ID;

-
FLOOR RELEASE (frls): used for releasing the floor for group communication to this specific ProSe Layer-2 Group ID.

The payload of the FLOOR REQUEST message may include the following parameters:

-
Msg ID: a signalling message identifier (set to "FLOOR REQUEST");

-
App Personal ID: an application layer identifier of the sender (e.g. sip:john.doe@firstresponder.net). This is needed for sender's identification, given that the layer-2 identifier of the sender's device ("UE A's L2 ID" in Figure 5.x.2.2-1) may be meaningless to the other MCPTT Group members;

-
App Group ID: an application layer identifier of the MCPTT Group (e.g. sip:fire.brigade75@firstresponder.net). This is an optional parameter that may be included for disambiguation purposes e.g. if for some reason the ProSe Layer-2 Group ID address contained in the Destination Layer-2 ID field is not globally unique. There is a 1:1 relationship between App Group ID and ProSe Layer-2 Group ID;

-
Other ...

When a UE wishes to seize the floor (which in MCPTT typically corresponds to the user pressing the "Talk" button), it first checks whether the floor is busy by listening to the traffic exchanged on the medium. If the floor is found to be free, the UE attempts to seize the floor by transmitting several FLOOR REQUEST ("freq") signalling messages. The reason for sending multiple identical signalling messages is for robustness purposes: it is expected that consecutive transmission of identical floor control signalling messages may improve the chances for successful reception in the receivers.

NOTE 2:
The repetition of signalling messages for floor control depicted in Figure 5.x.2.2-1is just an example on how to improve robustness at the "upper layers". The RAN groups may also design a "lower layer" solution for more reliable transport of certain frames (notably, those carrying messages for floor control), when requested to do so by the upper layers.

Subsequent to the frame carrying the last FLOOR REQUEST message the sender starts transmitting the talk burst frames ("tb"). All other group members refrain from seizing the floor until the floor is cleared.

At the end of the talk burst frame train (e.g. when the sender releases the "Talk" button) the sender's UE transmits several consecutive FLOOR RELEASE ("frls") signalling messages indicating to other group members that they can attempt seizing the floor (i.e. they can attempt a "changeover").

In reference to Figure 5.x.2.2-1, as soon as UE A releases the floor (by sending consecutive FLOOR RELEASE messages), UE B attempts to seize the floor by transmitting consecutive frames carrying the FLOOR REQUEST signalling message.

NOTE 3:
The floor control messages FLOOR REQUEST and FLOOR RELEASE correspond to the SETUP ("su") and TX_CEASED ("txc") messages in the TETRA DMO specification (ETSI TR 102 300-3 [x1]). Although the meaning of these messages is similar, there is one major difference that is worth clarifying. TETRA DMO provides a "circuit"-like bearer service and the SETUP/TX_CEASED messages are used for seizing/releasing both the floor and the medium (i.e. a TETRA DMO channel). In other words, when a device seizes the floor, the medium too is reserved continuously until either the sender relinquishes the overall resource (floor + medium) or a timer expires. Even when the sender is not effectively transmitting on the medium, the radio resource is still reserved for a certain period of time (referred to as the "reservation period" in ETSI TR 102 300-3 [x1] in order to allow for "changeover" on the same call, the changeover on the same group call having higher priority compared to a completely unrelated group call. During this "reservation period", the TETRA DMO frame structure provides special time slots that can be used by other UEs to contend for the "changeover" or for pre-emption of the radio resource (e.g. allowing someone to place an emergency call). In contrast, the FLOOR REQUEST and FLOOR RELEASE messages for distributed floor control are used only for seizing/ releasing the floor within a specific MCPTT group, whereas access to the medium is controlled by a MAC protocol. The DMO communication medium being packet/frame-switched, UEs that have seized the floor within their MCPTT group may still have to contend for access to the medium with UEs in unrelated adjacent MCPTT groups. This contention-based access is performed for every single frame.

5.X.3
Impact on Existing Entities and Interfaces


No PC5 changes are expected for support of DMO in SA2 specifications. However, RAN groups may need to define PHY/MAC enhancements to improve the robustness for floor control signalling (e.g. better collision avoidance/detection on the transmitter side and resolution of “hidden node” problem).

5.X.4
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated. 
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