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Abstract of the contribution: This contribution proposes the assumption and principles for maintaining service continuity for ProSe one-to-one communication.
1. Discussion
To achieve service continuity, communication over direct path should be switched to infrastructure path when direct path cannot be maintained; meanwhile, the IP address used should remain unchanged during this path switching procedure. There have been two alternatives to achieve this:

1)
IP-in-IP tunnelling. In this alternative, the IP address used in ProSe direct communication is not the same as that used in EPC communication where infrastructure path is used. Take the switch from direct path to infrastructure path as an example, the communication data will be encapsulated in two IP headers: the outer for transportation in the EPC, while the inner header carries information to ensure service continuity.
2)
Keeping the IP address unchanged, which means the IP address for direct communication is the same as the one used in infrastructure path, which is allocated by the network.
Since IP-in-IP tunnelling requires enhancement both in the UE and network, it’s proposed to consider alternative 2 as the premise for service continuity issue. Besides, the solution is based on the D2D bearer concept that the two UEs involved in ProSe direct communication establish a D2D bearer between them. The D2D bearer is correspondent to a D2D TFT, which filters the direct communication data in the UE. Hence, when switching between direct path and infrastructure path is needed, the UE internally modifies the TFTs, and changes the mapping of IP flow to proper radio bearer, i.e. D2D bearer if direct path is to be used, or non-D2D bearer if infrastructure path is to be used.
There are two scenarios for service continuity issue:

Scenario A:

UE A and UE B are communicating over the infrastructure path, which means that a PDN connection has been established for this communication for each UE. Then one of the UE finds that direct communication becomes available and the ongoing communication can be facilitated by direct path. The UE then requests the setup of direct path and switches the application data from infrastructure path to direct path.

Scenario B:

A UE (say, the UE A) finds that direct communication with UE B is available and requests the setup of direct path. One or more ProSe-capable application is started and traffic is running over the direct path. Then due to some reason e.g. moving away of UE B, the direct path cannot be maintained, thus UE A and UE B needs to switch the path back to infrastructure path.

According to the assumption that direct communication uses the same IP address of existing PDN connection, in case of switch between direct path and infrastructure path, the UE changes the mapping between the application data flow and radio bearer according to the following principle:

a)
When switching the infrastructure path to direct path, the UE first establishes a D2D radio bearer for direct communication, and then creates a D2D TFT for the application data which is about to travel via the direct path, The IP address of the D2D bearer is the same of the PDN connection correspondent to the infrastructure path. The D2D TFT is linked to the D2D bearer, thus the IP address of the application data remains unchanged after path switch.

b)
When switching the direct path to infrastructure path, the UE first requests certain bearer resources for the application data to be switched. The bearer resource modification request should correspond to the PDN connection whose IP address is used as the IP address for direct communication. After bearer resource is allocated, application data can be directed to the infrastructure path, i.e. over the EPS bearer.

The corresponding procedure is as follows:
Path switch from infrastructure path to direct path

This procedure is performed when the infrastructure path has been established and then direct path becomes available, hence the UE direct some traffic to the newly established direct path. The ProSe one-to-one communication reuses the IP address of the PDN connection correspondent to the infrastructure path, thus service continuity can be achieved. The call flow is shown in Figure 1.

Note:
It is assumed that UE A and UE B are served by the same MME. The case that UE A and UE B are served by different MMEs is FFS.
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Figure 1   Path switch from infrastructure path to direct path
1.
UE A and UE B are communicating via the infrastructure path. Then UE A finds that direct communication is possible through ProSe discovery. UE A sends an Extended Service Request (Direct communication indication, ProSe ID_B) message to MME. The direct communication indication informs the MME that direct communication is requested. ProSe ID_B is the ProSe ID of UE B, which is obtained during the ProSe discovery procedure. 

2.
Upon receiving the message sent in step 1, MME authorizes whether direct communication is allowed between UE A and UE B. The MME uses ProSe ID_B to do the authorization.

3.
If the authorization is successful, the MME sends a Direct Path Setup Request message to eNB A, informing eNB A to allocate direct communication resource for UE A.

4.
Upon receiving the Direct Path Setup message, eNB A initiates RRC reconfiguration procedure with UE. The UE is indicated with the resource allowed to use for direct communication.

5.
The eNB A sends a Direct Path Setup Response message to the MME.

6.
The MME repeats step 3 to 5 for UE B. This step can be performed simultaneously with that of UE A.

7.
UE A and UE B establish the direct path using the resource assigned by the eNB. IP addresses of each UE are exchanged. The IP address is the one used in infrastructure path.
After the direct path establishment is completed, a D2D bearer between UE A and UE B is created. Both of the UEs shall modify its own TFTs to create a D2D TFT for the direct communication, and correlates this D2D TFT to the D2D bearer. Hence, application data for direct communication can be directed to the direct path.

8.
As a result of step 7, the UE initiates bearer resource modification procedure to modify the TFT of existing bearers, e.g. if the switching of path results in deactivation of a dedicated bearer, a dedicated bearer deactivation procedure is triggered. The default bearer should not be deactivated to ensure IP address continuity.

Path switch from direct path to infrastructure path

This procedure is performed after the direct path has been established and then due to some reason, e.g. one UE moves away from its peer, the direct path cannot be maintained and should be switched to the infrastructure path.

If the direct path is the initial data path for the application, the direct path should be linked to an existing PDN connection, e.g. the PDN connection used for communication between UE and ProSe Function. Thus the IP address, even after the path is switched, should remain the IP address of that PDN connection.

If the direct path is not the initial data path for the application, e.g. if the application data is sent first over an infrastructure path, then over a direct path, and then back to the infrastructure path, then the IP address should remain the same as the IP address for the infrastructure path established initially.

The call flow is shown in Figure 2 below.

Note:
It is assumed that UE A and UE B are served by the same MME. The case that UE A and UE B are served by different MMEs is FFS.
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1.
UE A detects direct path release trigger such as moving away of UE B.

2.
If UE A is in idle mode, it initiates Service Request procedure to enter connected mode.

3.
UE A sends a Bearer Resource Modification (TAD, QoS, direct path handover indication) message to the MME. The TAD indicates the operation of adding packet filters corresponding to the previously established direct communication. The request QoS parameter is also included. The UE also includes a direct path handover indication in this message to inform the MME that this bearer resource request is for path switch from direct path to infrastructure path.

4.
The MME sends the Bearer Resource Modification request to PGW via SGW..

5.
If the switch of direct communication to infrastructure path results in new dedicated bearer establishment, the PGW initiates dedicated bearer establishment procedure. If the switch of direct communication to infrastructure path results in modification of existing bearer, the PGW initiates bearer modification procedure.

6.
Step 2 to 5 is performed by UE B. After this step, UE A and UE B have both switched the communication from direct path to infrastructure path.

7.
The direct path between UE A and UE B is released.

2. Proposal
It’s proposed to adopt the following changes for the section of “Other ProSe Direct Communication related aspects” in TR 23.713.
****************************************************First Change*********************************************************

7.4
Other ProSe Direct Communication related aspects

Editor’s note:
This clause will contain the solutions for other communication related aspects such as service continuity, QoS/premption etc as listed in objective ix of ProSe2 WID
7.4.1 
Solution for X

7.4.1.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution. 
This solution focuses on how the service continuity is maintained during path switch between direct path and infrastructure path. This solution is based on the following assumption: 
-
Before direct path for ProSe one-to-one communication is established, the UE has attached to the EPC and established at least one PDN connection to communicate with the ProSe Function.

-
The traffic of direct communication is filtered by one or more D2D TFTs in UE;

-
Each D2D TFT is mapped to a related D2D bearer.
The solution for service continuity issue of ProSe one-to-one communication follows the following principles:

-
The D2D bearer is linked to a certain PDN connection and shares the same IP address of that PDN connection.
-
In case of switch from infrastructure path to direct path, the UE uses the IP address used in infrastructure path as the IP address that is going to be used in direct communication.
-
In case of switch from direct path to infrastructure path, the UE

-
uses the IP address of the PDN connection which carries the UE-ProSe Function communication as the IP address for direct communication;

-
when switch of direct path to infrastructure path is needed, still uses the IP address which is used for direct communication for infrastructure path, instead of establishing a new PDN connection.
7.4.1.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.4.1.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.
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