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Introduction

The principles of the Np interface between the OCRF/RCAF node and the PCRF in the off-path reporting solutions have so far not been analysed in a systematic way. This paper looks at some of the main design options, evaluates the advantages and disadvantages, and proposes a way forward. The discussion is limited to high level principles without going into procedural details. The discussion is applicable both to solution 1.5.3 (RPPF node – which is proposed to be re-named to OCRF for OAM Congestion Reporting Function in S2-141658) and 1.5.5 (RCAF node). To cover both solutions in this paper, we use the term OCRF/RCAF to denote the node terminating the Np interface. The discussion may also be applicable to solution 1.5.4 (integrated solution), however we do not address that solution specifically due to its excessive complexity. 
Design choices
Repetitive vs. delta reporting
One design choice concerns whether the congestion information is reported again and again even if there is no change; or only the changes are reported. We differentiate two options:
Repetitive reporting means that the OCRF/RCAF node periodically reports the congestion status to the PCRF even if the congestion status has not changed. 

Delta reporting means that the OCRF/RCAF node reports to the PCRF only if the congestion status has changed. Delta reporting does not require a change to be reported immediately, i.e., multiple changes can be aggregated over time and reported periodically; however for delta reporting the congestion status is not reported unless it changes. 

Delta reporting requires the OCRF/RCAF node to store the previously reported congestion status in order to perform a delta analysis, i.e., determine if a change has taken place, which is a complexity impact. However, repetitive reporting does not avoid such delta analysis in the system, since the delta analysis would have to be performed in the PCRF instead. Hence, from the overall system point of view the delta analysis is needed anyway. 

Performing the delta analysis in the OCRF/RCAF node allows the signaling on the Np interface to be reduced, since reporting the same congestion status again and again is expected to imply a significantly higher amount of signaling overall. One may consider the decrease of the signaling with repetitive reporting by using an adaptive reporting period, such that the congestion status is reported less frequently when it changes less often. However, the congestion status is hard to predict in advance, and even with such possible optimizations the repetitive reporting is expected to imply significantly higher signaling. 
We conclude therefore that delta reporting is preferable in order to significantly reduce the signaling impact on Np. The delta analysis required to perform delta reporting is a necessary impact in the system anyway, and hence it is more efficient from a system point of view to perform it in the OCRF/RCAF compared to doing delta analysis in PCRF. 
Conclusion 1: OCRF/RCAF reports changes in the congestion status over Np and avoids reporting the same congestion status repetitively. The change reporting may be aggregated over time. 
Validity timer vs. explicit signaling
The use of a validity timer has been suggested over Np, i.e., the congestion is assumed to be over without any additional Np signalling when the validity timer expires. This is intended to help reduce the signalling when the congestion ends just when the timer expires. 

However, if the congestion ends at some other time compared to when the validity timer expires, this approach does not perform well. In case the congestion ends sooner than the validity timer expires, we maintain CN throttling actions unnecessarily, degrading the end user performance. In case the congestion ends later than the validity timer expires, new signalling is necessary to maintain the CN action, which negates the signalling gains and may lead to excessive signalling. Given that the length of the congestion period cannot be accurately predicted in advance, these issues are expected to cancel out any possible signalling gains. 
Note also that the congestion status may change between different levels, and those changes are not handled by validity timers which only consider the transition to no congestion state. Hence, the gain potential of the validity timer approach is very limited, and the risk of performance loss is higher. 

Note also that the use of validity time impacts the PCRF since the PCRF node is otherwise not timer-based. As no gain is expected from the validity timers, we propose not to use them. 

Conclusion 2: Validity timers are not used on Np. When the congestion is over, it is reported explicitly as a change to “no congestion” state. 
Location information over Np vs. Gx
To enable the PCRF to perform congestion mitigation on a per UE basis, the Np interface needs to report the congestion level on a per UE basis towards the PCRF. Hence the Np interface needs to include the UE identifiers and the corresponding congestion level. 

Besides these parameters, it has also been suggested that location info is also added to the Np interface, however the usage of that information has not yet been clarified. There could be two potential uses of location info: to reduce signalling over Np, and to perform location based policies in the PCRF. We consider both separately. 

First let us consider whether the location information such as the cell-id is helpful to reduce the signalling load. Using the cell-id to report congestion level changes is helpful only if the PCRF has knowledge about which UE corresponds to a given cell. However, that knowledge requires the mobility events (i.e., handovers), to be reported to the PCRF. From earlier experience, it is known that handover reporting to the PCRF results in excessive signalling which may not be reasonable in typical deployments. This is a general experience learned from Gx based location reporting that motivated CNO-ULI. Even if the spatial granularity is reduced from cells to e.g., eNBs, the amount of mobility events is still expected to be excessive. We therefore anticipate that cell-id or eNB-id reporting to the PCRF implies a very high signalling overhead towards the PCRF, and therefore it is not motivated from a signalling optimization point of view. 

To perform location based policies, the existing location reporting function using GTP-C and Gx signalling has been enhanced in rel-12 CNO-ULI work with the concept of PCC areas. Defining PCC areas allows the PCRF to receive only the location changes which it is interested in and which actually result in changes in the policy decisions. This optimization is expected to drastically reduce the signalling impact due to location reporting. It is proposed to re-use the location reporting enhancements already defined in rel-12. Once the PCRF relies on these enhanced location reporting functions, it is not seen necessary to replicate the CNO-ULI feature over a second interface. 
Conclusion 3: For location based PCRF policies, the existing location reporting function using GTP-C and Gx towards the PCRF is to be re-used, taking CNO-ULI enhancements into account. In order to avoid unnecessary excessive signalling to the PCRF, location information is not reported over Np. 
Dynamic reporting policies

As it has been discussed in the context of the GTP-C and GTP-U reporting solutions, the PCRF may not be interested in congestion reporting for all UEs. As an example, the operator may not wish to perform any congestion based throttling for some of its subscribers. Sending congestion reporting for those subscribers would only cause unnecessary signalling impacts without any gains. 

To avoid such unnecessary signalling, we suggest toincorporate the capability for dynamic reporting policies into the off-path solutions. Such dynamic reporting policies can be defined on a per UE basis, and can control whether or not congestion reporting is enabled for a given UE; and which congestion levels should be reported when reporting is enabled. Such dynamic policies can be realized by signalling from the PCRF to the OCRF/RCAF node over the Np interface. Realizing such policies impacts the PCRF and OCRF/RCAF nodes; however the impact is expected to be rather low. In fact it appears easier to realize such policies for the off-path solution compared to GTP-C or GTP-U solutions due to the presence of the direct Np interface. 
Note that dynamic reporting policies allow for potential signalling reduction; but their use is subject to operator configuration. Should an operator wish to receive congestion reporting for all UEs, the operator may choose to not apply any restrictions with dynamic reporting policies. However in cases when the operator does not wish to receive all congestion reports in the PCRF, such policies are helpful. 

Conclusion 4: The off-path solutions should allow for dynamic reporting policies to be configured on a per UE basis from PCRF to OCRF/RCAF. These dynamic reporting policies determine whether or not congestion reporting is enabled for the given UE, and which congestion levels shall be reported when the reporting is enabled. A change to “no congestion” state is always reported. 

Number of congestion levels

Having multiple levels of congestion allows higher flexibility for the operator. On the other hand, too many congestion levels are too complex to manage. This applies to both the configuration of RAN congestion detection thresholds and the CN mitigations actions.  Furthermore, additional congestion levels unnecessarily load the system with excessive signalling. 

It is proposed to use three congestion levels: “no congestion”, “low congestion” and “high congestion”, corresponding to congestion levels 0, 1 and 2. This is considered to be a reasonable trade-off between flexibility, configuration burden and signalling load. 

Conclusion 5: Np uses 3 congestion levels: no congestion, low congestion and high congestion (levels 0-2). 
Proposal

It is proposed to capture conclusions 1-5 in the UPCON TR. The conclusions are equally applicable for solutions 1.5.3 and 1.5.5. 
------------------------------------------------START CHANGE---------------------------------------------------

6.1.5.5
Solution 1.5.5: off-path based RAN user plane congestion reporting

6.1.5.5.1

General description, assumptions, and principles

This solution addresses the key issue of "RAN user plane congestion awareness".
A new logical function entity, RAN Congestion Awareness Function (RCAF)), is added to report RAN User Plane Congestion Information (RUCI) to PCRF for the purpose of congestion mitigation. For this purpose the RCAF:
-
Collects raw user plane congestion information from the RAN OAM. The RAN OAM corresponds to OSS level features of the RAN operator (the RAN OAM is not assumed to be located within the ENB/RNC/Node B);
-
Determines the list of impacted UE;
-
Integrates the RAN congestion status with an integration time fitting with Core Network mitigation tools (e.g. to provide the PCRF only information on sustained congestion);

-
Provides "spatial" integration of the RAN congestion information, if the RUCI associated with a cell should depend on the congestion status in the neighbouring cells (e.g., in case intra-eNB mobility reporting is not activated);
The PCRF may then provide policies for congestion mitigation as illustrated in section 6.1.6.1.2.
6.1.5.5.2
High-level operation and procedures

6.1.5.5.2.1
Architecture
Figure 6.1.5.5.2.1-1 shows the proposed UPCON architecture.
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Figure 6.1.5.5.2.1-1: UPCON architecture.
The following reference points are added:

-
Np: The reference point between RCAF and PCRF. Over Np, RAN User Plane Congestion Information (RUCI) is sent from RCAF to PCRF.

-
Nq/Nq': Via Nq, the MME provides the RCAF with the list of UEs (IMSIs) in a given eNB ID/ECGI and for each of these IMSI(s) the APNs of the active PDN connections. The Nq' reference point between RCAF and SGSN is used, for a set of IMSI(s), to provide the RCAF with the list of APNs of the active PDN connections of each of these IMSIs. 
The RCAF belongs to the RAN operator. In case of a RAN sharing (MOCN or GWCN) configuration, Np is an inter-operator reference point. In a MOCN configuration, Nq/Nq' is also an inter-operator interface. Whether Np and Nq/Nq' apply in these cases is subject to inter-operator agreements.

Based on the parameters and their values received from the RAN's OAM system, the RCAF reports the congestion level to the core network (e.g. PCRF). In a multi-vendor radio network, the RCAF is configured to perform the required normalization, if needed, before reporting the congestion level. This ensures that the congestion level have same semantics even in multi-vendor radio network in a given operator's network. In accordance with the reported congestion level, the operator configures the mitigation policies in the Core Network.

RAN User Plane Congestion Information (RUCI) is defined over Np and shall be reported if the congestion status changes. The timing of sending the reports to the PCRF is configurable. The RUCI includes following information:

(1)
UEs impacted by congestion identified by the IMSIs
(2)
Congestion level, including the no congestion state


Editor's note: It is FFS how mobility of UEs between RCAFs is addressed. 
Editor's note: It is FFS whether location information is transferred on the Np interface.
Depending on the operator's congestion mitigation policy, it may not be necessary to have RUCI reporting for all users. An operator shall be able to specify policy for RUCI reporting per UE basis, e.g., activating or deactivating the RUCI for the UE or limiting congestion reporting to certain levels only. According to the policy for RUCI reporting, the RCAF sends the RUCI to the PCRF only for those UEs that have "RUCI reporting" activated. The policy for RUCI reporting is communicated from the PCRF to the RCAF over the Np interface. 
Editor's note: It is FFS how the PCRF contacts the RCAF for updating RUCI reporting policy changes. 
The functionality of RCAF:

-
Collecting and processing RAN's cell congestion information from OAM;
-
Congestion coordination point: Communicating with PCRFs (for non-roaming UEs and optionally UEs in a LBO-based roaming scenario) and with the MMEs/SGSNs (for roaming UEs in a home-routed roaming scenario and optionally UEs in a LBO-based roaming scenario) serving the impacted UEs for RAN user plane congestion information reporting.

6.1.5.5.2.2
Procedure to report RAN user plane congestion information to CN
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Figure 6.1.5.5.2.2-1: Procedure to report RAN user plane congestion information to CN.
1.
An event/report is sent to RCAF due to a change of radio node/cell user plane congestion status (a pre-configured congestion / congestion abatement threshold has been reached). This notification contains the indication of the affected area (e.g. ENB-ID or service area ID) as well as the congestion level; The RCAF may also solicit the RAN User Plane Congestion Information based on a configured interval. A (set of) RCAF is assumed to serve a geographical area.
2.
The RCAF determines the list of UEs impacted by the RAN Congestion in a cell. This is further described in sub-clause 6.1.5.5.2.3. The RCAF may, based on local policies, further process the information received from the RAN in order to build the RUCI, e.g. the RCAF may:

-
Integrate the RAN congestion status upon time (to provide the PCRF only with sustained congestion levels);
-
Provide "spatial" integration of the RAN congestion information if the RUCI associated with a cell may depend on the congestion status in the neighbouring cells (e.g., in case intra-eNB mobility reporting is not activated);
-
(for LTE) As many RAN features (carrier aggregation, CoMP, …) may involve multiple cells of an eNB and as intra-eNB mobility reporting is generally not activated (to save signalling), RUCI at eNB level may provide enough information. This does however not preclude RUCI reporting at cell level;
-
In case of Network sharing the RCAF and the PCRF belong to different operators. The RCAF may apply local policies related to the information it sends to PCRFs of different operators. 

-
The RCAF uses the IMSI to determine the PLMN of UE and hence whether it should apply local policies related to the information it sends to PCRFs of different operators.

-
The RUCI being sent may also depend on the relative RAN usage of the various operators sharing RAN resources.

3.
The RCAF reports the RUCI congestion status changes to PCRFs that are serving the impacted UEs. This is further described in sub-clause 6.1.5.5.2.4.

6.1.5.5.2.3
Determination of the list of UE impacted by a change of RUCI in a cell
When the RCAF has received RAN congestion information from the RAN OAM, the following applies: 
In case of EUTRAN, the RCAF subscribes onto the MME to get the list of UEs in the affected area. To achieve this, the RCAF constructs a TAI-based FQDN for MME discovery.

NOTE 1:
It is assumed that the RCAF receives the TAIs supported by the affected area from the RAN's OAM.

NOTE 2:
Based on the existing mechanism to discover an MME based on the TAI (see TS 29.303 subclause 5.4 [13]) it is assumed that a new Service Parameter for the Nq interface will be specified.

The RCAF receives the list of MMEs serving the TAIs supported by the affected area and establishes the Nq interface towards those MMEs. Once the Nq interface has been established the RCAF queries via Nq for the list of UEs in the affected area. The MMEs provide the list of IMSIs and the list of APNs of the active PDN connections of each of those IMSIs to the RCAF. The RCAF is updated each time the RCAF interacts with the MME.

NOTE 3:
The list of APNs of the UEs’ active PDN connections is leveraged to determine the serving PCRFs.

For EUTRAN, the RCAF also indicates whether it requests the list of UEs per ECGI or eNB ID. Consequently, depending on the level of granularity requested by the RCAF, the MME may need (or does not need) to activate location reporting over S1-AP.

NOTE 4:
Whether the RCAF requests the list of UEs per ECGI or eNB ID is based on local configuration.

In case of UTRAN, the RCAF is assumed to receive the list of UEs (IMSIs) impacted by a change of RUCI in a cell from the RAN’s OAM. The RAN OAM is assumed to have received this information from the RAN (the IMSI is sent by the SGSN over Iu in RANAP Common Id message). Thus, in UTRAN the RCAF queries the SGSN only for the APNs of the active PDN connections of a given impacted IMSI.

To achieve this, the RCAF constructs a RAI-based FQDN for SGSN discovery.

NOTE 5:
It is assumed that the RCAF receives the RAIs supported by the affected area from the RAN’s OAM.

NOTE 6:
Based on the existing mechanism to discover an SGSN based on the RAI (see TS 29.303 subclause 5.5.2 [13]) it is assumed that a new Service Parameter for the Nq' interface will be specified.

The RCAF receives the list of SGSNs serving the RAIs supported by the affected area and establishes the Nq' interface towards those SGSNs. Once the Nq' interface has been established the RCAF passes the list of UEs (IMSIs) in the congested area to the SGSNs. The SGSNs provide the list of APNs of the active PDN connections of each of the reported IMSIs to the RCAF.

NOTE 7:
The list of APNs of the UEs' active PDN connections is leveraged to determine the serving PCRFs.
NOTE 8:
The details of whether the RCAF needs to query the MME/SGSN regularly or whether the MME/SGSN updates the RCAF regularly without further explicit requests from the RCAF is up to Stage 3.

NOTE 9:
As both temporal and “spatial” integration are provided, the RUCI sent to the PCRF does not intend to provide the PCRF with information on the instantaneous congestion status in a given cell. This is in line with the fact that this information is to be used to act on a sustained congestion status in an area. It cannot be excluded that in some cases the PCRF still considers that a fast moving UE is in a congested area while the UE has already moved to a non-congested area.

NOTE 10:
In some scenarios the CN may not know all the cells / ENB a given UE is using (multi-site CA, small cells. As a consequence the RUCI reporting may not reflect the actual congestion status of all the cells from which the UE is currently using resources; however, the congestion status is typically assumed to be similar for the cells from which a UE consumes resources in case of CA, CoMP and small cells/dual connectivity.
6.1.5.5.2.4
Reporting RUCI to PCRFs
For the non-roaming UEs and optionally for the roaming UEs with local breakout scenarios, the RCAF reports changes and abatements in RUCI and keeps track of the congestion status already reported to the PCRF. The congestion status changes reported to the PCRF also include status changes to no congestion state. The reporting is per IMSI/APN to the PCRFs: Based on the list of impacted UEs (IMSIs) and on the list of APNs of their active PDN connections, the RCAF notifies the PCRFs serving those UEs and APN(s).

NOTE 1:
Based on the agreement with the HPLMN, the RCAF may report the RUCI per IMSI/APN to the PCRFs in the HPLMN for the roaming UEs with home routed scenarios.

NOTE 2: 
For UEs in a local breakout scenario, the RCAF contacts the V-PCRF. Congestion information is not assumed to be exposed via S9 unless explicitly agreed by roaming agreement.

In networks with multiple PCRFs a DRA is typically deployed. RCAF use the DRA to contact the PCRF(s).This is based on following existing functionality described in TS 23.203/29.213:

-
When Gx gets established, the DRA "assigns" a PCRF for a given IMSI/APN combination and remembers the relationship (IMSI, APN, selected PCRF).
-
Based on this relationship DRAs support finding the PCRF serving an IMSI/APN combination.
6.1.5.5.2.5
Congestion handling during roaming with home-routed traffic

6.1.5.5.2.5.1
EUTRAN

When the RCAF sends the ECGI or eNB ID of the congested cells to the MMEs to determine the list of IMSIs in the congested cell(s), the RCAF also includes the congestion level of the congested cell(s). The MME stores the ECGI/eNB ID and the related congestion level.

For the UEs in the congested cell(s), the MMEs determine whether a given UE is roaming. If so, the MME determines the maximum UE-AMBR for the related HPLMN of the UE for the current congestion level and indicates the modified UE-AMBR towards the eNB.

NOTE 1: 
An operator may also decide to not limit UE-AMBR for roamers for a subset of the congestion levels, e.g. to only limit UE-AMBR for a very high congestion level.

NOTE 2:
The consequence of such a local downgrade is that the APN-AMBR in the HPLMN and the UE-AMBR (derived from the APN-AMBR) enforced in the VPLMN will not be aligned.

If the RCAF updates the congestion level for a given cell, then the MME updates the UE-AMBR of roaming UEs in that cell accordingly as configured for the related HPLMN and congestion level. If the congestion level returns to normal (i.e. when a cell is not congested anymore), the MME recalculates the UE-AMBR as documented in [8] and updates the UE-AMBR towards the eNB.

During a handover, TAU (with or without MME relocation) or service request the (target) MME verifies whether the UE’s current cell is congested (based on information previously received from the RCAF) and based on the stored congestion level for the UE’s current cell adapts the UE’s UE-AMBR.

6.1.5.5.2.5.2
UTRAN

When the RCAF sends the list of IMSIs in the congested area to the SGSNs, the RCAF also includes the congestion level of the related congested cell(s) and a validity time. The validity time indicates how long the congestion information for the list of IMSIs is valid and enables an SGSN to determine that a UE has moved to an uncongested area.

NOTE 1:
The validity time is set based on the congestion detection and reporting interval of the RCAF.

For the UEs in the congested cell(s), the SGSNs determine whether a given UE is roaming. If so then the SGSN determines the maximum UE-AMBR for the related HPLMN of the UE for the current congestion level and indicates the modified UE-AMBR towards the RNC. The SGSN stores the validity time in the UE’s MM context.

NOTE 2: 
An operator may also decide to not limit UE-AMBR for roamers for a subset of the congestion levels, e.g. to only limit UE-AMBR for a very high congestion level.

NOTE 3:
The consequence of such a local downgrade is that the APN-AMBR in the HPLMN and the UE-AMBR (derived from the APN-AMBR) enforced in the VPLMN will not be aligned.

If the RCAF updates the congestion level for a given list of IMSIs, then the SGSN updates the UE-AMBR of the roaming UEs in that cell as configured for the related HPLMN and congestion level accordingly and also updates the validity time. If the congestion level returns to normal (i.e. when a cell is not congested anymore), the SGSN recalculates the UE-AMBR as documented in TS 23.060, updates the UE-AMBR towards the RNC and erases the validity time from the MM context. 

The SGSN learns that a UE has moved to an uncongested cell if no congestion level update is received until the validity time has expired. At that time the SGSN recalculates the UE-AMBR as documented in [4], updates the UE-AMBR towards the RNC and erases the validity time from the MM context. 

NOTE 4:
Even if the UE has moved to an uncongested cell, the UE will be continued to be subjected to UE-AMBR based on the congestion level of the source cell, until the expiry of the validity timer.

6.1.5.5.3

Impacts on existing entities and interfaces

A new node RCAF is added in the architecture.
The impact on PCRF:
-
The PCRF is enhanced to support Np in order to receive RUCI from RCAF;
-
The PCRF should be enhanced to consider RUCI while making congestion policy decision, along with subscriber profile, type of application, type of content, etc.
Impact on MME/SGSN:
-
MME/SGSN are enhanced to support the Nq/Nq’ interface;
-
The RCAF queries the MME/SGSN to get the list of UEs/active APNs served by a given area of interest;
-
The MME/SGSN issues the related notifications;

-
For the roaming UEs with home-routed traffic scenarios, the MME/SGSN may change the UE-AMBR based on HPLMN of the UE and the current congestion level;

Impacts on RAN:

-
OAM to provide RCAF with relevant cell information including the cell load.
6.1.5.5.4

Solution evaluation
This CN based solution allows the PCRF to receive RAN congestion information. The RCAF can integrate RAN congestion information both in time and/or space (allowing to aggregate RAN congestion information of neighbour cells/ENB).
This solution does not require work from the RAN WG but entails the definition of a new functional entity (the RCAF) in the architecture. It requires modifications only on the PCRF and on the MME/SGSN (no modification of the SGW/PGW are needed) and does not impact the user plane processing.

------------------------------------------------END CHANGE---------------------------------------------------
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