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Abstract of the contribution: This contribution addresses uplink per bearer/user performance differentiation, and proposes a new bearer parameter that can be dynamically changed based on uplink traffic flow(s) detected in the network. 
Introduction
Given that the existing 3GPP bearer oriented QoS framework has been already implemented in devices and networks spanning many releases, it may be desirable to keep the 3GPP QoS paradigm as intact as possible, and attend to any UPCON requirements with as little impact as possible.  In particular, traffic prioritization in the uplink may be solved in part within the current 3GPP QoS framework with some adjustments.
Particularly for uplink scheduling, the eNB can only provide uplink scheduling grants on a per UE granularity, and not to particular data flow. The eNB can also configure the device via RRC signalling with different priorities for different bearers (See Annex B). Therefore an eNB can currently prioritize on the uplink:
· Directly: Per user.

· Indirectly: Per bearer (via RRC configuration)

Currently, the uplink scheduling decisions are based on bearer characteristics like QCI, MBR, etc. However, the assignment of QCI to a bearer is rather static, and any change to it would result in signalling towards the UE. The creation of multiple dedicated bearers with different QCIs would only work if TFTs can be formed beforehand that would match the corresponding traffic. 

However, in order to fulfil the need to dynamically adapt priorities for non-deducible service data flows (Key issue #3: Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion), we propose to enhance the bearer level QoS in the uplink by adding a new parameter “Uplink Bearer Scheduling Priority” (UBSP). 

This document proposes a solution with the following main criteria:

1. 
Traffic prioritization in the eNB is performed on a user granularity explicitly via uplink scheduling (uplink grants) and on a bearer level granularity implicitly via use of RRC configuration.  

2.
In order to differentiate scheduling priorities across users/bearers, an indication of uplink bearer scheduling priority (UBSP) is assigned to the bearer. Each bearer is assigned one UBSP value. This indication is propagated throughout the core network and to the RAN. The indication is transparent to UE.

NOTE: 
It is FFS whether this indication is transmitted through a new IE, or an existing value (e.g. ARP) can be reused.

3.
The eNB can prioritize scheduling for a device which is declaring via buffer status report that it has uplink data pending in a bearer that has a high priority UBSP. 

4.
In order to fulfil the need to dynamically adapt priorities for non-deducible service data flows, it is proposed that the network uses flow detection in a certain bearer (e.g. the default bearer), through e.g., shallow packet inspection, Layer 7 DPI, heuristic analysis, or some other appropriate method.  If the network detects a certain uplink flow requires particular treatment it may modify the UBSP of the bearer the service data flow belongs to.

Proposed text in TR 23.705
Start of the first change
6.X
Solution #X: Uplink Performance Differentiation Based on Uplink Service Data Flow Attributes
6.X.1
General description, assumptions and principles
This solution address the following key issues:
-
Key Issue #1: RAN User Plane congestion mitigation
-
Key Issue #3: Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion
-
Key Issue #5: Uplink Traffic Prioritization
Given that the existing 3GPP bearer oriented QoS framework has been already implemented in devices and networks spanning many releases, it may be desirable to keep the 3GPP QoS paradigm as intact as possible, and attend to any UPCON requirements with as little impact as possible.  In particular, traffic prioritization in the uplink may be solved in part within the current 3GPP QoS framework with some adjustments.

Particularly for uplink scheduling, the eNB can only provide uplink scheduling grants on a per UE granularity, and not to particular data flow. The eNB can also configure the device via RRC signalling with different priorities for different bearers (See Annex B). Therefore an eNB can currently prioritize on the uplink:

· Directly: Per user.

-
Indirectly: Per bearer (via RRC configuration)
Currently, the uplink scheduling decisions are based on bearer characteristics like QCI, MBR, etc. However, the assignment of QCI to a bearer is rather static, and any change to it would result in signalling towards the UE. The creation of multiple dedicated bearers with different QCIs would only work if TFTs can be formed beforehand that would match the corresponding traffic. 

However, in order to fulfil the need to dynamically adapt priorities for non-deducible service data flows (Key issue #3: Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion), we propose to enhance the bearer level QoS in the uplink by adding a new parameter “Uplink Bearer Scheduling Priority” (UBSP).
6.X.2
High level operation and procedures
This document proposes a solution with the following main criteria:

1. 
Traffic prioritization in the eNB is performed on a user granularity explicitly via uplink scheduling (uplink grants) and on a bearer level granularity implicitly via use of RRC configuration.  

2.
In order to differentiate scheduling priorities across users/bearers, an indication of uplink bearer scheduling priority (UBSP) is assigned to the bearer. Each bearer is assigned one UBSP value. This indication is propagated throughout the core network and to the RAN. The indication is transparent to UE.

NOTE: 
It is FFS whether this indication is transmitted through a new IE, or an existing value (e.g. ARP) can be reused.

3.
The eNB can prioritize scheduling for a device which is declaring via buffer status report that it has uplink data pending in a bearer that has a high priority UBSP. 

4.
In order to fulfil the need to dynamically adapt priorities for non-deducible service data flows, it is proposed that the network uses flow detection in a certain bearer (e.g. the default bearer), through e.g., shallow packet inspection, Layer 7 DPI, heuristic analysis, or some other appropriate method.  If the network detects a certain uplink flow requires particular treatment it may modify the UBSP of the bearer the service data flow belongs to.

The UBSP of a bearer is assigned by the PCRF.
When a certain uplink service data flow is detected in the core network, i.e. in the TDF, this is provided to the PCRF. The PCRF may then modify the UBSP of the bearerthe service data flow belongs to.
Then, the procedure as described in TS 23.401 section 5.4.2.1 (PDN GW initiated bearer modification with bearer QoS update) is performed with the following modifications:
-
Steps 4 to 9 are skipped, and instead replaced by an indication from the MME to the eNB of UBSP change.

6.X.3
Impact on existing entities and interfces
PCRF

· Provision of policies to assign UBSP indication to EPS bearers.
TDF

· No anticipated direct impact, though TDF techniques are subject to evolution and creation of new Internet services in the broader industry.
PGW
-
Possible impact if the UBSP indication is a new IE.  Since bearer QoS attribute assignment is based on the policies received from the PCRF and the information collected after some form of packet inspection, there is probably little or no impact on PGW that supports currently standardised bearer assignment procedures.
SGW
- 
Possible impact if the UBSP indication is a new IE.  SGW behaviour based on the value of BSP assigned to non-GBR beareers may be altered to include packet prioritization, to deal with the case SGW itself becomes congested, or link-layer congestion exists on the transport link from SGW to eNB.  However, due to high concentration of traffic in eNB, this may not be necessary, at least for the first of the two causes listed.  No change in behaviour related to GBR bearer. 
OCS and OFCS 
-
Support for monitoring and on-demand reporting of such performance indicators as: mix of GBR/non-GBR traffic load; average queuing delays for each traffic class (QCI); any other traffic load metrics, though this is not entirely confined to this solution.
BSC, RNC and eNodeB
-
Uplink packet prioritization (scheduler modification) based on UBSP is needed.
6.X.4
Solution evaluation
End of the first change
Annex A

A.1 Packet-by-Packet Scheduling According to User Priority

The discussion herein illustrates how packet-by-packet scheduling, taking into consideration user priority, can be implemented to effect user performance differentiation.  The approach applies regardless of the traffic load, i.e., no specific adjustments need to be made when there is congestion, or as a function of “congestion state” or “congestion level”.  Hence, in the standards we don’t need to labor to define those terms, figure out how to express them parametrically and/or numerically, etc.  The discussion in this section equally applies for the Open Loop Approach Options (1), (2) and (3) introduced above.  It does not apply for Closed Loop Approach.

Summarizing, eNB admits GBR traffic up to a certain percentage of its transmission resources, and uses any remaining resources for non-GBR traffic.  Operator can set the GBR percentage in its network as a static operational parameter, which may change over time to adjust to long term traffic trends.  This percentage is inconsequential for the discussion to follow, since from the standpoint of UPCON, non-GBR traffic becomes congested when traffic load exceeds the amount of available resources in excess of committed GBR resources, regardless of whether GBR resources fully consume their full allowed percentage or not.

We observe that most modern services use Transmission Control Protocol (TCP), a trend that is likely to continue.  Many services are highly interactive, have irregular rate behavior driven by user action, server load, and vagaries and complexities of content being transmitted.  As a result, it is difficult to control rates for these services centrally, e.g. in P- GW.  TCP ACK tempo coupled with eNB queuing delay can effectively be used to “control” rates.

Figure 1 below shows the cases of lightly loaded, and heavily loaded eNB.  The queuing delay TQ(L) for the former is much less than such delay for TQ(H) for latter.  For a flow F, queuing delay goes up with traffic, hence rate goes down.
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Figure 1:  Queuing delays in lightly loaded and heavily loaded nodes
If nothing is done to prioritize packets, i.e., if packets are served first-in-first-out (FIFO), as traffic goes up, all users will be equally affected, i.e., rates will be slowed down for all as traffic volumes go up.

Packet-by-packet priority queuing modifies the FIFO scheduling scheme from Figure 1, as illustrated in Figure 2.
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Figure 2:  Priority packet queuing
When it arrives to eNB, packet belonging to priority flow F is placed in queue so that its estimated queuing time is TQ(P), is much less than the current FIFO queuing time TQ, if it were to be placed at the tail end of the queue.  As a result, referring back to Figure 1, this priority flow will exhibit behavior as if the traffic load in the eNB is light.  In contrast to that, non-priority IP flows will exhibit all the ill effects of congestion, having to wait in queues for the full FIFO queuing time TQ.

Using one of the options in section 2, “abusive” users, talked about in some UPCON use cases, can be given lower priority and put in back of queue.  As a result, performance of such users would suffer.  .  In congestion, queuing delays would increase for those users/apps, and packets eventually dropped, while others would perform well.

The principle described above and schematically illustrated in Figures 1 and 2 for a single QoS (traffic) class can be extended to the more complex case, with mixture of services, having a variety of delay tolerance (normally conveyed in bearer QCI).  This is illustrated in Figure 3.
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Figure 3:  Queuing in multiple traffic class system
Each traffic class has its own queue, tolerable delay (D0, D1, etc.).  Scheduler strives to ensure that delay is not violated.  Priority placement of arriving packets illustrated in Figure 2 is applied for each Traffic Class.  In congestion, the scheduler delays (exceeds delay tolerance) or drops low priority packets of lowest Traffic Class first, or those Traffic Classes that can tolerate loss.

Note that this is a schematic depiction of highly complex scheduler operation, and constitutes just an example of implementation (others are feasible).  Details of scheduler design are not subject to standardization.
[NOTE]

Annex B

B.1 Uplink traffic prioritization considerations

The UE has an uplink rate control function which manages the sharing of uplink resources between radio bearers. RRC controls the uplink rate control function by giving each bearer a priority and a prioritised bit rate (PBR), which is signalled by the eNB. The values signalled may not be related to the ones signalled via S1 to the eNB. There is a one-to-one mapping between a radio bearer and a logical channel. The eNB provides this mapping and along with the priority and PBR of each logical channel/bearer, it also provides a bucket size duration (BSD) and assigns a logical channel group (LCG) which can take only 4 values. 
The uplink rate control function ensures that the UE serves its radio bearer(s) in the following sequence:

1.
All the radio bearer(s) in decreasing priority order up to their PBR;

2.
All the radio bearer(s) in decreasing priority order for the remaining resources assigned by the grant.

NOTE1:
In case the PBRs are all set to zero, the first step is skipped and the radio bearer(s) are served in strict priority order: the UE maximises the transmission of higher priority data.

If more than one radio bearer has the same priority, the UE serves these radio bearers equally.

The UE provides the eNB with buffer status reports. These buffer status reports are per LCG. The eNB provides uplink scheduling grants based on the buffer status reports provided by UEs. 

Now, there are two aspects worth noting:

1. The buffer status report are designed to minimize signalling overhead. It would not be advised to extend them to provide additional information, like which type of flow is present at the UE buffers. As it would largely increase over-the-air signalling. It is more adviseable that it is the network that discovers which type of flow is being transported on each bearer.
2. The eNB provides uplink scheduling grants to the UE, and not to particular logical channel/bearer. The UE uses the grants based on the priority/PBR of each logical channel.

To be more specific, the UE performs Logical Channel Prioritization per TS 36.321:

The UE maintain a variable Bj for each logical channel j. Bj is incremented by the product PBR × TTI duration for each TTI, where PBR is Prioritized Bit Rate of logical channel j. However, the value of Bj can never exceed the bucket size = PBR × BSD. 

Then, the UE allocates resources to the logical channels in the following steps:

1. All the logical channels with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a radio bearer is set to “infinity”, the UE allocates resources for all the data available for transmission on the radio bearer before meeting the PBR of the lower priority radio bearer(s);

2. The UE decrements Bj by the total size of MAC SDUs served to logical channel j in Step 1

It is worth noting that the UE only prioritizes per bearer, as it currently has no instruction on how to prioritize different flows within a bearer.
�May want to illustrate here how performance differentiation results from the differentiated scheduling, e.g.:   Take 2 identical services, e.g., file upload, where one is for Gold user, other for Ordinary user.  There is a steady-state congestion situation, and Gold user’s packets get delayed by, say 300 ms in average, while Ordinary user gets 600 ms average scheduling delay.  Assume both IP packets are 1500 bytes, uploading to same server, same server delay. Then show that effective transmission rate for Gold is higher than for Ordinary.
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