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Abstract of the contribution: This contribution proposes additional text to the TR 23.705 specification, discussing a new method to detect and notify congestion to application servers, based on the insertion of special field codes in the header of the TCP packets of the user plane data flows.
Discussion

The current methods discussed in TR 23.705 are mostly geared towards full inspection and control of data services on the operator side, which is becoming increasingly complicated due to the wide spread of SSL encryption mechanisms applied to the user plane data. Furthermore, even if possible to implement, the DPI rules are hard to maintain given the lack of coordination with application providers, which makes the network provider be in constant search of changes in order to keep the detection rules up to date. 
This contribution proposes a shift in the paradigm, where the network operator cooperates with the Application provider to exchange specific radio information that the Application provider can use to optimize both the service and the consumption of network resources. At the same time, the Application provider facilitates relevant information to the network operator to optimize the packet delivery at the radio interface level. 
The exchange of information would be done at the TCP level, and would therefore not have an impact on any of the 3GPP protocols. This approach would most likely not be adopted by all application providers, however a significant impact can be obtained with the cooperation of a few key providers, as the following chart suggests. In a traffic snapshot collected from live network in TMUS, it was found that 60% of the downlink, and up to 50% of the uplink traffic, was served by three key application providers. 
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Figure 1 - DL Traffic Volume stats in an example area (data from TMUS, April 2014)
This new approach can be applied to solve all of the key issues considered in the scope of this effort, and opens the door to additional improvements in areas such as link optimization for VoLTE calls, and TCP performance improvements, amongst others.
Proposal

It is proposed to make the following changes to TR 23.705. 
* * * First Change * * *
6
Solutions
6.1
CN-based solutions for RAN user plane congestion management
6.1.5.X
Solution 1.5.X: RAN user plane congestion reporting by TCP header extension
6.1.5.X.1
General description, assumptions, and principles
This solution addresses Key issue #1 “RAN user plane congestion mitigation”, Key issue #2 "RAN user plane congestion awareness", and Key issue #4 “Video delivery control for congestion mitigation”, and provides valuable input to Key Issue #3 “Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion” and Key Issue #5 “Uplink traffic prioritization”.
The proposed methodology utilizes special information tokens embedded in the TCP headers of the user plane data packets to exchange information between the application and the radio network. This approach is technology independent, and could be applied to both 3GPP and non 3GPP access networks. For simplicity, the document describes the operation in an LTE network. The approach diverges from previous methods in the sense that congestion control actions are mainly controlled by the Application provider, through previous coordination with the operator. 
While this approach wouldn’t cover UDP traffic directly, it would cover it indirectly in practice since the IP control messages associated with UDP flows are often sent over a TCP transport.
The Application provider sends special application information embedded in the TCP headers both in downlink and uplink directions. The RAN nodes extract this information, and in turn include relevant user and network information in the TCP headers both in downlink and uplink. The nature of the information exchange is not limited to network congestion, and includes:

· Application information

· Information on network conditions

· Information on user conditions

The following diagrams illustrate the concept:
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Figure 6.1.5.X.1-1 – Illustration of information exchange in TCP header 
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Figure 6.1.5.X.1-2 – Example scenario: user plane congestion is notified to the App server, which in turns reduces amount of resources utilized
The congestion is detected based on RAN network elements. The RAN network elements also gather information about the specific subscriber, including radio conditions, and potential throughput at the radio layer. 

The RAN node (eNB) is responsible for extracting the TCP header, identifying app specific information, and inserting a new header with relevant user and network conditions. 

The GGSN/PGW can optionally extract the congestion information embedded in the TCP headers, and eliminate the markings if the application is not an approved one by the operator. It may also share the app/congestion information with other network nodes. 

The Application provider will perform coordinated congestion mitigation actions that have been agreed with the network operator, based on the specific congestion situations. 

6.1.5.X.2
High-level operation and procedures
The following diagram illustrates the basic operation and the different entities involved:
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Figure 6.1.5.X.2-1 – TCP Header insertion – high level overview
The following describes the sequence of events:
1. The application server sends a packet with valid user plane data towards the UE. It embeds special information in the TCP header that indicates the type of application, and certain application characteristics, such as desired bitrate to ensure an optimum QoE. 
· It should be possible to send different tokens of information in consecutive user data plane packets to maximize the amount of contextual information provided, but this is FFS.

2. (Optional step) The PGW decodes the TCP Header information and notifies other network nodes on the type of application and requirements. If the application is not approved by the operator, the PGW may delete the TCP markings.
3. The eNB decodes the TCP Header information and extracts the application context. This information could include the type of application (video, background, messaging, etc.), a desired bitrate by the application, whether to keep the channel active or not (more data expected), etc.
4. The eNB uses the knowledge about the application type and requirements to optimize DL radio delivery. For instance, delay sensitive data can be sent with higher priority, or video streaming content can be tried to be served with an average throughput as indicated by the application provider. 

5. The eNB gathers specific user radio conditions, scheduler load and sector congestion information in general, and compiles a set of useful information that is embedded in the TCP header of the user plane data, discarding the previous information existing in those fields. Examples of information to be indicated to the UE include: the maximum desired bitrate in Uplink, the potential available bandwidth, the existence of congestion of any type (user/control plane, etc.), the current mobility state (stationary, low mobility, high speed), etc.
· It should be possible to send different tokens of information in consecutive user data plane packets to maximize the amount of contextual information provided, but this is FFS.

6. The App Client receives the radio contextual information embedded in the TCP header
7. The App Client adjusts the data transmission at the UE side based on the information provided, ideally following guidelines provided by the operator.

8. The application client sends a packet with valid user plane data towards the UE. It embeds special information in the TCP header that indicates the type of application, and certain application characteristics, such as desired bitrate to ensure an optimum QoE 

· It should be possible to send different tokens of information in consecutive user data plane packets to maximize the amount of contextual information provided, but this is FFS.

9. The eNB decodes the TCP Header information coming from the UE and extracts the application context. This information could include the type of application (video, background, messaging, etc.), a desired bitrate by the application, whether to keep the channel active or not (more data expected), etc. It could also provide specific information that would help link the DL and UL data flows.

10. The eNB uses the knowledge about the application type and requirements to optimize UL radio delivery. For instance, delay sensitive data can be sent with higher priority, or background data delivery can be delayed during periods of UL congestion. 

11. The eNB gathers specific user radio conditions, scheduler load and sector congestion information in general, and compiles a set of useful information that is embedded in the TCP header of the user plane data, discarding the previous information existing in those fields. Examples of information to be indicated to the App Server include: the maximum desired bitrate in Downlink, the potential available bandwidth, the existence of congestion of any type (user/control plane, etc.), the current mobility state (stationary, low mobility, high speed), etc.

· It should be possible to send different tokens of information in consecutive user data plane packets to maximize the amount of contextual information provided, but this is FFS.

12. (Optional step) The PGW decodes the TCP Header information and notifies other network nodes of any type of congestion situation is present in the sector serving the existing customer. If the application is not approved by the operator, the PGW may delete the TCP markings.

13. The App Server receives the radio contextual information embedded in the TCP header

14. The App Server adjusts the data transmission at the network side based on the information provided, ideally following guidelines provided by the operator.

Below are example information elements that could be provided by the application server and client:
· Type of data: Video, Background, Music, Web browsing, Messaging

· Desired Bandwidth for optimum QoE
· More data expected (keep channel active for X seconds) 
· Others (reserved)

Correspondingly, below are example information elements that could be provided by the network side:

· Available user bandwidth

· Indicates the L1 throughput that the user could potentially achieve if the application would send data at that time. Considers limitations in MBR, current radio conditions, scheduler utilization and QoS priority

· Desired user bitrate 

· Calculated by the network based on congestion situation and user specific radio conditions

· Mobility state

· Stationary, slow mobility, high speed mobile

· Radio state

· Full transmission, low power mode

· Congestion level

· Low/medium/high/overload

· Type of congestion

· User plane/control plane
The specific areas of the TCP header where these information elements would be embedded are FFS. One possibility is to utilize a combination of the Explicit Congestion Notification (ECN) bits, the reserved bits (total of 6 bits per TCP packet), and TCP Options. TCP Option use would allow for more information to be passed during the session, but it would be limited to the SYN packet to minimize the possibility of fragmentation.  As mentioned before, the information transfer could be done across multiple subsequent packets, thus increasing the amount of contextual information that could be shared
6.1.5.X.3
Impact on existing entities and interfaces
The solution does not have any impacts on existing 3GPP protocols and interfaces. It requires a modification of the TCP packets, but it can be done in a way that does not require changes on IETF standards.

The following functionality would be expected to be implemented in the various 3GPP entities:

The RAN nodes (BSC/RNC/eNodeB):

· Support methods to extract and insert TCP headers on the user plane data packets;
· Support functionality to compile relevant metrics at the user and sector level, such as the ones described in the previous section;
· (Optional) Implementation of functionality to decode the App information provided in the TCP header, and adjust user transmission parameters accordingly (e.g. delays the transition to dormant state, modify scheduler turns, etc.)
The GGSN/PGW:
· The functionality on the GGSN/PGW is optional

· Support methods to extract TCP headers on the user plane data packets;
· Support methods to remove the TCP markings if the application is not approved by the operator;

· Notify other network nodes of special app profiles;
· Notify other network nodes of special congestion situations

The AF:

· Implementation of methods to extract and insert TCP headers on the user plane data packets;

· Support methods to provide useful application context to the wireless network;

· Support methods to alleviate congestion when indicated by the network
6.1.5.X.4
Solution evaluation

Editor's Note: The solution evaluation is FFS.
* * * End of the Change * * *
3GPP

SA WG2 TD


[image: image1.png]DL Traffic Volume in BH

W App Provider 1
W App Provider 2
W App Provider 3
® Undecoded
mnnl

nn2
mnn3

nn4
mnn5
Hnn6
mnn7

nng

mnn9




[image: image5.png]6. Extract Radio conditions
7. Modify UL App behavior
8. Insert App Context in TCP

header (UL)

UE

3. Extract App context

4. Apply App context to optimize DL delivery

5. Insert UE or Network Conditions (UL)

1. Insert App Context in TCP header

eNB

PGW

App

9. Extract App context

2. Extract App context

10. Apply App context to optimize UL delivery ~ (OPtional) .
11. Insert UE or Network Conditions (UL/DL) 12. Extract Congestion

information (optional)

Server

13. Extract Radio conditions
14. Modify DL App behavior



[image: image6.png]Outgoing TCP Packet (~)

Radio information Specific App information



