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********************************** Start Changes ************************************

Annex A:
QoS and bearer parameters for Group Communications
A.1
General
The intention of this annex is to capture the status of discussions that lead to a CR to TS 23.203 to detail the QoS and related bearer parameters (e.g. connected mode DRX control) needed for GCSE.

A.2A
Overview of proposed solution for Push To Talk Voice
The following aspects were considered in the generation of the draft changes:

a)
The data rate for Push to Talk speech is known in advance, so the network can indicate the likely bandwidth requirement to the RAN. This suggests using a GBR bearer rather than a non-GBR bearer (that is just part of overall the AMBR).

b)
The 'statistics' of the Push to Talk voice activity are different to that of normal telephony, e.g. long silent periods between exchanges of talk spurts, and, more downlink speech than uplink speech.

c)
Push to Talk signalling (e.g. floor control and talker ID) is sometimes multiplexed in with the media. However, a media bearer's Packet Error Loss Rate of 10-2 may be more than expected for Push to Talk signalling. Hence it is suggested to aim the Push To Talk Signalling to QCI 5 (IMS). When the exact requirements for Push To Talk signalling are known in Rel‑13, it may be necessary to (re)consider this.

d)
The UE should not be controlling whether it is in RRC IDLE or RRC CONNECTED state, yet the UE will be expecting similar QoS characteristics in RRC IDLE and RRC CONNECTED states. In RRC IDLE the lowest DRX setting is 320 ms, and the UE can demand this from the network. This gives a service latency expectation adequate for Push To Talk. That latency should not be worsened when in RRC CONNECTED state. Similarly the battery consumption of the device, when not transferring media, should not be greatly different in RRC CONNECTED compared to RRC IDLE. This implies that for the first packet(s) in a talk burst in RRC CONNECTED state, the PDB can be relaxed, but to not beyond 320 ms.

e)
While the high priority of the IMS QCI is needed to make sure that any needed release of IMS transactions succeeds, the IMS QCI can also be heavily loaded by much less urgent IMS signalling, e.g. Presence updates, leading to latencies. Hence it is suggested that the Mission Critical Push to Talk is given a higher Priority Level than that of QCI 5. Non-Mission-Critical Push to Talk traffic should however have a lower priority than QCI 5.

f)
GBR bearers are not released at normal RRC CONNECTED to RRC IDLE transitions.

g)
It is assumed that these bearers should not be candidates for SRVCC.

h)
In a congested network (e.g. during a major public safety incident) the speech PDB of 100 ms may cause the end to end delay requirements for Push to Talk to be exceeded. Hence a lower PDB is proposed. It is also likely that the PCEF will be closer to the base station than when global roaming is in use and hence an allowance of 10 ms for the network delays may be more appropriate.

i)
It is assumed that these new QCIs can also be used for eMBMS. (Note that TS 23.246 [8] clause 6.3.2 specifies that for EPS only GBR MBMS is specified, and this is an extra hint that the new QCIs should be GBR ones).

j)
For group communications with other media, it is currently assumed that the existing QCIs 1-9 are adequate.

A.3A
Draft Changes to TS 23.203 v12.3.0 supporting proposed solution for Push To Talk Voice
This clause is work in progress and needs to be validated by SA WG2 and other working groups.

6.1.7
Standardized QoS characteristics

6.1.7.1
General

The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR.

Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP‑CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. An SDF is a special case of an SDF aggregate. The QCI is scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.) and that have been pre-configured by the operator owning the node (e.g. eNodeB).

6.1.7.2
Standardized QCI characteristics

This clause specifies standardized characteristics associated with standardized QCI values. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PCEF (see figure 6.1.7‑1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR);

2
Priority;

3
Packet Delay Budget;

4
Packet Error Loss Rate.
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Figure 6.1.7-1: Scope of the Standardized QCI characteristics for client/server (upper figure) and peer/peer (lower figure) communication

The standardized characteristics are not signalled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE's current access (3GPP or Non-3GPP).

The one-to-one mapping of standardized QCI values to standardized characteristics is captured in table 6.1.7.

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
	
	priority <1
	75 ms

(NOTE 7, NOTE 8)
	10-2
	Mission Critical Push to Talk Voice

	66
	
	3<priority<4
	100 ms

(NOTE 8)
	10-2
	Non-Mission-Critical Push to Talk Voice

	5
(NOTE 3)
	
	1
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	6
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	7
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	8
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g. www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
 For Mission Critical Push to Talk, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
 In order to permit reasonable battery saving (DRX) techniques in both RRC Idle and RRC Connected mode, for the first packet(s) in a downlink talk or signalling burst, the PDB requirement is relaxed but not to greater than 320 ms.


The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR SDF aggregates are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non GBR SDF aggregate may be pre-authorized through static policy and charging control.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

NOTE 1:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

The support for SRVCC requires QCI=1 only be used for IMS speech sessions in accordance to TS 23.216 [28].

NOTE 2:
Triggering SRVCC will cause service interruption and/or inconsistent service experience when using QCI=1 for non-IMS services.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI's PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex J for details. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 is the highest Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall meet the PDB of an SDF aggregate on Priority level N in preference to meeting the PDB of SDF aggregates on Priority level N+1 until the priority N SDF aggregate's GBR (in case of a GBR SDF aggregate) has been satisfied. Other aspects related to the treatment of traffic exceeding an SDF aggregate's GBR are out of scope of this specification.

NOTE 3:
The definition (or quantification) of "sufficient radio channel quality" is out of the scope of 3GPP specifications.

NOTE 4:
In case of E-UTRAN a QCI's Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see TS 36.300 [19] for details).

The Packet Error Loss Rate (PELR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E‑UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E‑UTRAN). Thus, the PELR defines an upper bound for a rate of non congestion related packet losses. The purpose of the PELR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PELR is the same in uplink and downlink.

NOTE 5:
The characteristics PDB and PELR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies.

6.1.7.3
Allocation and Retention Priority characteristics

The QoS parameter ARP contains information about the priority level, the pre-emption capability and the pre-emption vulnerability. The priority level defines the relative importance of a resource request. This allows deciding whether a bearer establishment or modification request can be accepted or needs to be rejected in case of resource limitations (typically used for admission control of GBR traffic). It can also be used to decide which existing bearers to pre-empt during resource limitations.

The range of the ARP priority level is 1 to 15 with 1 as the highest level of priority. The pre-emption capability information defines whether a service data flow can get resources that were already assigned to another service data flow with a lower priority level. The pre-emption vulnerability information defines whether a service data flow can lose the resources assigned to it in order to admit a service data flow with higher priority level. The pre-emption capability and the pre-emption vulnerability can be either set to 'yes' or 'no'.

The ARP priority levels 1-8 should only be assigned to resources for services that are authorized to receive prioritized treatment within an operator domain (i.e. that are authorized by the serving network). The ARP priority levels 9-15 may be assigned to resources that are authorized by the home network and thus applicable when a UE is roaming.

NOTE:
This ensures that future releases may use ARP priority level 1-8 to indicate e.g. emergency and other priority services within an operator domain in a backward compatible manner. This does not prevent the use of ARP priority level 1-8 in roaming situation in case appropriate roaming agreements exist that ensure a compatible use of these priority levels.

********************************** Proposed New Text ********************************

A.2B
Overview of proposed solution for Public Safety services
The following aspects were considered in the generation of the draft changes:

1. For Public Safety, multiple spectrum sharing scenarios have to be supported:
a. Dedicated Public Safety spectrum for exclusive use by Public Safety users

b. Public Safety and carrier spectrum shared for use by both Public Safety and non-Public Safety users
c. Carrier spectrum shared by Public Safety and non-Public Safety users
Therefore Pubic Safety needs QCI specifications capable of providing differentiated service treatments in dedicated and shared spectrum scenarios.
2. Public Safety are expected to respond in various scenarios:
a. Civic events (e.g. festivals, sporting venues, protests)

b. Criminal/terrorist events (e.g. robberies, bombings, school/mall/theatre attacks)

c. Weather and geologic incidents (e.g, floods, hurricanes, tornados, earthquakes)

d. Utility and civil infrastructure incidents (e.g. downed power lines, broken water mains, gas leaks, fires, transportation accidents)

e. Ambulance operations (e.g. real-time transmission of x-rays, EKGs, vital signs)

f. Machine-to-Machine operations (e.g, monitoring and/or maintaining sensors, surveillance cameras)

These scenarios highlight the diverse and broad circumstances of Public Safety communications needs. These communications will include traditional voice-oriented communication applications, such as MCPTT, as well as new multi-media communication applications. In many ways, the required set of Public Safety communication applications will parallel the diverse and expanding set of consumer communication applications. The difference is that Public Safety communications will require differentiated levels of priority and performance as compared to consumer applications.

3.
Systems need to support differentiated service treatments among Public Safety and non-Public Safety subscribers:
a. Among groups of non-Public Safety users

b. Among groups of Public Safety users

c. Between groups of Public Safety and groups of non-Public Safety users
These group-oriented differentiations of service levels indicate a broader consideration and approach to specifying QCIs for Public Safety usage. One example is dedicating QCIs for exclusive usage by Public Safety applications to ensure that services associated with the above differentiation requirements can be achieved.

4.
Public Safety encompasses a wide range of applications and service enablers of various signalling needs:
a. Low bandwidth conversational media (e.g. secure calling)

b. High bandwidth conversational media (e.g. video conferencing)

c. Low bandwidth non-conversational media (e.g. MCPTT media)

d. High bandwidth non-conversational media (e.g. video streaming)

e. Delay sensitive signalling (e.g., MCPTT signalling including RTCP/MBCP media signalling, remote robot control for handling hazardous materials and for bomb squads)

f. Delay tolerant signalling (e.g. application “heart beats”)

g. Delay sensitive data (e.g. environmental and/or biometric sensor data)

h. Delay tolerant data (e.g. device management downloads)

i. Default data (e.g. default bearer APN connectivity) 

This wide range of applications and service enablers goes beyond MCPTT and require QCI specifications to support the associated signalling needs.
5.
Support inter-operator roaming

QCI support for inter-operator roaming needs the following:

a. Standardized QoS parameter specifications and associated behaviours.

b. Backward compatibility with existing QoS parameter specifications and associated behaviours. 
c. QCI parameter mapping across networks which may-not support Public Safety-specific applications, services, or signalling.

d. In cases where QCI mapping is required, default bearers may be mapped in the visited MME (see 23.401 clause 4.7.2.1). QCIs for default bearers instantiated during attach may be mapped by the HSS based on the VPLMN ID. QCIs for dedicated bearers may be mapped in the home PCRF, or in the visited PCRF for Local Break Out scenarios. 
e. For certain APNs (e.g. the IMS APN defined by the GSMA) the QCI value is strictly defined and therefore mapping of QCI is not permitted (see 23.401 clause 4.7.2.1).

A.3B
Draft Changes to TS 23.203 v12.4.0 supporting proposed solution for Public Safety services

6.1.7
Standardized QoS characteristics

6.1.7.1
General

The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR.

Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP‑CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. An SDF is a special case of an SDF aggregate. The QCI is scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.) and that have been pre-configured by the operator owning the node (e.g. eNodeB).

6.1.7.2
Standardized QCI characteristics

This clause specifies standardized characteristics associated with standardized QCI values. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PCEF (see figure 6.1.7‑1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR);

2
Priority;

3
Packet Delay Budget;

4
Packet Error Loss Rate.
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Figure 6.1.7-1: Scope of the Standardized QCI characteristics for client/server (upper figure) and peer/peer (lower figure) communication

The standardized characteristics are not signalled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE's current access (3GPP or Non-3GPP).

The one-to-one mapping of standardized QCI values to standardized characteristics is captured in table 6.1.7.

Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority
	Packet Delay Budget (NOTE 1)
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	200
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	400
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	300
	50 ms
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	500
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	5
(NOTE 3)
	
	100
	100 ms
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
600
	
300 ms
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
700
	
100 ms
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
800
	

300 ms
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	900
	
	
	sharing, progressive video, etc.)

	

	65
	GBR
	70
	75 ms
	10-2
	Public Safety low bandwidth non-full duplex media (e.g., MCPTT)

	66
	
	150
	100 ms
	10-2
	Public Safety low bandwidth full duplex media (e.g., secure private calls)

	67
	
	220
	100 ms
	10-3
	Public Safety high bandwidth full duplex media (e.g., video conferencing)

	68
	
	240
	200 ms
	10-5
	Public Safety high bandwidth non-full duplex media (e.g., video streaming)

	69
	Non-GBR
	50
	50 ms
	10-6
	Public Safety delay sensitive signalling (e.g., MC-PTT signalling, remote robot control)

	70
	
	90
	75 ms
	10-2
	Public Safety delay sensitive data or media (e.g., sensors, biometrics);

	71
	
	260
	200 ms
	10-5
	Public Safety delay tolerant signalling (e.g., application heart beats)

	72
	
	290
	200 ms
	10-6
	Public Safety default bearer

	73
	
	850
	300 ms
	10-6
	Public Safety delay tolerant data (e.g., device management)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.


The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR SDF aggregates are therefore typically authorized "on demand" which requires dynamic policy and charging control. A Non GBR SDF aggregate may be pre-authorized through static policy and charging control.

The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the PCEF. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.

NOTE 1:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

The support for SRVCC requires QCI=1 only be used for IMS speech sessions in accordance to TS 23.216 [28].

NOTE 2:
Triggering SRVCC will cause service interruption and/or inconsistent service experience when using QCI=1 for non-IMS services.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI's PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex J for details. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI's PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PELR below).

Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 (currently not assigned to any QCI) is the highest possible Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall meet the PDB of an SDF aggregate on a Priority level N assigned to a QCI in preference to meeting the PDB of SDF aggregates on a next Priority level immediately greater than N, until the priority N SDF aggregate's GBR (in case of a GBR SDF aggregate) has been satisfied. Other aspects related to the treatment of traffic exceeding an SDF aggregate's GBR are out of scope of this specification.

NOTE 3:
The definition (or quantification) of "sufficient radio channel quality" is out of the scope of 3GPP specifications.

NOTE 4:
In case of E-UTRAN a QCI's Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see TS 36.300 [19] for details).

The Packet Error Loss Rate (PELR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E‑UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E‑UTRAN). Thus, the PELR defines an upper bound for a rate of non congestion related packet losses. The purpose of the PELR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PELR is the same in uplink and downlink.

NOTE 5:
The characteristics PDB and PELR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies.

In case there is a need to map from a  4G Public Safety QCI to a different QCI or vice-versa, due to roaming or handover, the decision to map or not is made by examining the IMSI of the UE to determine if it is a Public Safety UE. 
The recommended mapping from 4G Public Safety (PS) QCI values to 4G non-PS QCI values is as follows: 
· If the 4G PS QCI = 70, then the 4G non-PS QCI = 7

· Else if the 4G PS QCI = 71, then the 4G non-PS QCI = 6 

· Otherwise  4G non-PS QCI = 4G PS QCI – 64

The recommended mapping from 4G Public Safety (PS) QCI values to the GPRS QCI values (see Table A.3) is as follows: 
· GPRS QCI = 4G PS QCI – 64
The recommended mapping from 4G Public Safety (PS) QCI values to Release 99 UMTS QoS parameters (see Table A.3) is as follows: 
· GPRS QCI = 4G PS QCI – 64
· Determine Release 99 UMTS QoS parameters based on GPRS QCI
Since all these mappings are 1:1, the inverse mapping to a 4G PS QCI is also fully deterministic.
********************************** End Proposed New Text ********************

********************************** End Changes **********************************
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