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Abstract of the contribution: The combination of RAN and CN based mechanisms is proposed to be documented in the TR as an own solution. 
Introduction

The current set of solutions in the TR is primarily separated into CN based and RAN based solutions. This contribution continues the discussion started at SA2#99 by S2-133117 about the problems and disadvantages of CN based and RAN based solutions and concludes that a combination of mechanisms from both approaches would allow relaxing requirements for the CN based mitigation and address the disadvantages of RAN based solutions at the same time. Therefore, it is proposed to explicitly document a combined RAN/CN based solution in the TR. 

Discussion

As analyzed in detail by S2-133117 (SA2#99), CN based solutions have a couple of problems to overcome with respect to the fact that a congestion situation has to be detected and signalled to the CN before any mitigation measures can be taken. This naturally introduces a certain delay in the mitigation process and results in a period in time during which the congestion situation impacts ongoing services. The only possibility to prevent a packet discarding for the important traffic (which needs to experience a preferential or prioritized treatment during a congestion situation according to the SA1 requirements) would be to ensure that the RAN node has always enough capacity to transfer all incoming traffic. This is however very difficult to accomplish with a pure CN based solution. An appropriate service quality and sufficient resources for certain services or applications during congestion situations can only be ensured if:
· The CN gets informed before congestion occurs. This enables the CN to activate mitigation measures for preventing an incoming traffic which would exceed the available capacity at the RAN node. Such an approach obviously comes with the trade off between RAN node underutilization and risk of negatively impacting important traffic.
· A fast and frequent notification (about the status of the RAN node) is available to keep the mitigation measures in the CN aligned with the current situation at the RAN node.
· The CN is able to select mitigation measures which reduce the less important traffic in a careful but effective way despite the fact that there is typically a lack of information in the CN about the UEs/traffic types that are primarily contributing to the congestion as well as the structure and the bitrates of nonGBR traffic.
Furthermore, in case of congestion abatement or UE mobility to a non-congested RAN node, mitigation measures have to be relaxed or even stopped without the risk to create a new congestion situation (which could become even more severe than before due to the fact that actions are taken in a synchronized manner for a couple of UEs).

To summarize the points above, it is a very ambitious (if not impossible) task to control the incoming traffic for a RAN node in such a way that an appropriate service quality and sufficient resources can be ensured for certain services or applications during congestion situations. It would be only possible at the cost of considerable RAN node underutilization together with a fast and frequent notification about the RAN node status to keep the mitigation measures in the CN aligned with the current situation at the RAN node.
Nevertheless, S2-133117 (SA2#99) identified as well some disadvantages of RAN based solutions. While they do not have the problems discussed above since the mitigation measures can be directly performed by the RAN node whenever necessary (and with the help of traffic separation performed by the CN like FPI/FQI marking), the RAN node can only perform packet discarding as mitigation measure in a congestion situation, i.e. a period with too high incoming traffic. Consequently, also RAN based solutions have some disadvantages:
· A permanent discarding of packets would mean a waste of transport network resources which may be especially relevant in case of RAN backhaul limitations. 

· Depending on the charging model and/or usage monitoring scheme applied for nonGBR traffic, certain complications could occur if a considerable amount of user traffic is permanently dropped by RAN nodes after being counted by the PCEF/TDF.
While these disadvantages are not in conflict with the SA1 requirements for UPCON, they may still be an issue for an operator. Consequently, it seems to be worthwhile to look for improvements for them.
Proposal

The requirements for the CN based mitigation could be relaxed considerably if there would be no need to prevent incoming traffic from exceeding the available capacity at the RAN node. One could achieve this by enabling the RAN to identify and treat the incoming traffic according to its importance whenever the available RAN capacity is insufficient, i.e. the use of traffic separation performed by the CN as in the RAN based solutions.
The disadvantages of RAN based solutions could be addressed if there would be a certain traffic pre-shaping done by the CN so that the amount of discarded traffic can be somewhat reduced and thus the charging/usage monitoring data collected in the CN reflects more accurately the traffic which can be finally handled by the RAN node. One can achieve this by notifying the CN about the congestion situation and by performing a coarse granular traffic throttling for those service/traffic types which have a low importance in the traffic treatment at the RAN node or which are not self-adapting to the available bitrate (like those based on TCP).
Hence, a combined RAN/CN based solution would address the problems or shortcomings of each of the solution groups nicely. Therefore, a combined RAN/CN based solution is proposed as follows:
· The CN applies a permanent traffic separation which covers at least the important services/applications (i.e. FPI marking, FQI marking, use of dedicated bearer with different QCI than the one of the default bearer). Ideally, the remaining traffic is further separated into a low importance and a default part.  
· Potentially, a certain bitrate limitation at the PCEF/TDF has to be enforced for the important traffic as well to ensure that this traffic cannot use too much of the available resources.
· During congestion situations, the RAN node ensures an appropriate service quality for certain services or applications according to the traffic separation performed by the CN (i.e. FPI marking, FQI marking, use of dedicated bearer with different QCI than the one of the default bearer).  

· Important traffic should therefore be able to continue without major impacts while the remaining traffic will experience the majority of packet drops. As long as only a small part of the overall traffic is of importance, the RAN node should have enough capacity to transfer the important traffic.
· If the traffic is further separated into a low importance and a default part, the packet drops can be concentrated on the traffic with low importance.
· The RAN node analyses the situation over longer periods in time and keeps the CN informed if certain conditions are met. 
· The RAN node sends a congestion indication if there is too much incoming traffic and for which UEs considerable parts of the traffic cannot be handled at the moment.

· If a congestion indication has been sent to the CN before, the RAN node sends an indication about congestion abatement when almost all of the incoming traffic can be handled again. 

· The reports could only occur for those UEs which significantly contribute to the overall traffic or for which the amount of traffic exceeds a configurable threshold. Consequently, the absence of congestion reporting for a UE can be interpreted as „no congestion“ and would thus not result in any CN traffic restriction for this UE. 

· If the incoming UE traffic at the RAN node reduces the RAN node should stop the reporting for the UE. 

· If the UE moves to a different RAN node, the reporting should continue and only if the UE traffic can be handled the target RAN node can finally stop the reporting for this UE. 

· The PCRF can use the RAN node reports for adjustments of traffic separation or additional CN based mitigation decisions, especially for: 
· Identifying the traffic and/or UEs primarily contributing to the congestion (i.e. to decide for which traffic types or UEs traffic throttling would be most effective). 
· Activating/deactivating service specific PCC rules in addition to a general PCC rule (i.e. to decide about whether application detection would be effective).
· Setting bitrate limitations, i.e. finding of a helpful bitrate limitation for low priority services or adjusting the bitrate limitation for high priority services. As long as reporting is ongoing for a UE, the PCRF should not relax traffic restrictions. The PCRF shall only carefully relax traffic restrictions afterwards.

Difference to high-level operation of CN based solution

The description of the high-level operation for the CN based solutions in section 6.1.3 in the TR mentions the possibility of using RAN-based congestion mitigation (i.e. step 5a and 5b in the figure below). This is however different to the combined RAN/CN approach because of the following reasons:
· For CN based solutions, the usage of RAN-based congestion mitigation is mentioned as an optional feature while it is mandatory in the combined RAN/CN based solution.

· According to the high-level operation description, the congestion detection and indication has to occur before RAN-based congestion mitigation would be activated. This has the same trade off between RAN node underutilization and risk of negatively impacting important traffic we discussed above.

· There is no means for evaluating the effect of the RAN-based congestion mitigation, i.e. the CN does not know whether the current setting for the RAN-based congestion mitigation is sufficient to ensure an appropriate service quality for the important services or applications.
[image: image1.emf] 

IP services  

RAN  

UE  

CN  -  based   

congestion   

mitigation  

Internet  

Core   

Network  

(user and   

control plane)  

Congestion   

Pred ./Detection  

1  

Congestion   

indication  

2  

RAN  -  based   

congestion mitigation  

4  

Service/QoS information   

for RAN  -  based   

congestion mitigation  

5  a  

5  b  

Decision on mitigation   

measures based on  congestion information  

3  


TR 23.705 Figure 6.1.3-1: User-plane Congestion Management – High-level View
Summary

Based on an analysis of the problems and disadvantages of CN based as well as RAN based solutions it was recognized that the usage of mechanisms from the respective other solution would address many of the shortcomings. Hence, a new combined RAN/CN based solution is proposed with the following main mechanisms:
· The CN applies a traffic separation (i.e. FPI marking, FQI marking, use of dedicated bearer with different QCI than the one of the default bearer) which covers at least the important services/applications. 
· The RAN node ensures an appropriate service quality during congestion situations based on this traffic separation.
· The RAN node analyses the situation over longer periods in time and keeps the CN informed if certain conditions are met with respect to congestion onset and abatement.
· Based on the RAN feedback about congestion per UE the CN can:

· Identify the traffic and/or UEs primarily contributing to the congestion and set bitrate limitations to reduce the amount of unnecessarily transferred traffic. 
· Adjust the traffic separation granularity. 

· Apply policies and interact with AFs to achieve a traffic reduction at the traffic source (PCRF)
Proposal

We propose to extend TR 23.705 as follows.
--------------------------------START CHANGE--------------------------------------------

Annex X: Combining RAN and CN-based Solutions for RAN user plane congestion management as a deployment option
X.1
General description, assumptions, and principles

This section describes a deployment option where both RAN and CN based solutions for user plane congestion management are operated in the same network. The reason to deploy both solutions may be that an operator wants to apply a dynamic traffic prioritization scheme (in the RAN) as well as additional CN mitigation actions for traffic avoidance or traffic limiting. This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The following principles are followed:

Congestion Detection:

P1) RAN user plane congestion onset, abatement and the related congestion level is detected and reported to the relevant CN function(s).

P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures to avoid or limit traffic and potentially also to reduce/block some traffic transmit to/from impacted users).
Congestion Mitigation:

P3) Congestion mitigation based on traffic prioritization is applied in the RAN at least for the important services/applications in order to take into account real-time radio conditions. 
P4) Other congestion mitigation measures listed above may be enforced in the CN in addition. They may also be applied at application and service level, based on operator policies to allow flexible operator deployment based on their operational requirements. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area. 
P5) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

X.2
High-level operation and procedures

A high level view of operation and procedures of the proposed solution is shown in Figure X.2-1.

Figure X.2-1: Combined RAN/CN-based Congestion Management – High-level View

1. The CN applies a permanent traffic separation to enable RAN-based traffic prioritization (as congestion mitigation) which covers at least the important services/applications.

Editor’s note: The traffic separation mechanism is FFS. It could be based on FPI marking, FQI marking or use dedicated bearers having a different QCI than the default bearer. 

NOTE1: Bitrate limitation by the CN may have to be activated to ensure that the important traffic cannot use too much of the available resources.
2. The RAN node gets informed about the traffic separation relevant for RAN-based congestion mitigation.
3. During congestion situations, RAN-based congestion mitigation (e.g. traffic prioritization, scheduling) ensures an appropriate service quality for certain services or applications according to the traffic separation performed by the CN.

4. Congestion onset/abatement is predicted/detected and the impacted UEs are identified.
5. The CN is informed about the congestion situation and the impacted UEs based on one of the solutions documented in section 6.1.5. 

6. The PCRF can use the reported information for adjustments of traffic separation or for additional CN based mitigation decisions for traffic avoidance or traffic limiting. 
If an operator has configured traffic restrictions for a UE (see above), the PCRF should not relax traffic restrictions for this UE as long as the related cell remains congested. The PCRF should only carefully relax traffic restrictions afterwards.
7. CN-based congestion mitigation is performed according to the PCRF decision.
X.3
Impact on existing entities and interfaces

Impacts depend on the specific solutions for traffic separation and congestion reporting which are selected and combined. 

X.4
Solution evaluation

If an operator wants to apply a dynamic traffic prioritization/scheduling scheme and in addition apply CN mitigation actions for traffic avoidance or traffic limiting then using a RAN based solution in addition to a CN based solution may have some benefits.
Due to the usage of RAN based traffic prioritization during short-term congestion situations, the combined RAN/CN based solution has the following main advantages compared to a pure CN based solution:

· Relaxed requirements on rapidness, frequency and accuracy of congestion indication related signalling for keeping CN mitigation measures aligned with current RAN node situation.
· No need for accurate CN control of incoming traffic for a RAN node to ensure sufficient resources for certain services or applications during congestion situations.
· Reduced risk of RAN node underutilization due to coarse granular and conservative traffic throttling by the CN.
Due to the possibility of applying a pre-shaping of traffic in the CN, the combined RAN/CN based solution has the following advantages compared to a pure RAN based solution:

· Improved usage of transport network resources during long-term congestion situations. 

· Reduced misalignment between charging and/or usage monitoring data collected at the PCEF/TDF and the traffic that is transferred to the UE during long-term congestion situations.

The higher impacts on existing entities and interfaces (due to the usage of RAN as well as CN based mechanisms for congestion mitigation) can be seen as disadvantage of the combined RAN/CN based solution.
--------------------------------END CHANGE--------------------------------------------
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