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This document discusses some issues related to WLCP transport and draws the conclusion that the UDP/IP option possesses a number of drawbacks, which make it less efficient and more vulnerable to security risks than the Ethertype option (transport over IEEE 802.11 / IEEE 802.3 / Ethernet frames).
First of all, purely from an implementation feasibility point of view, we believe that both options are equally feasible and can be implemented in the UE without many changes to existing OS components. The figure below shows two example UE implementations in order to support this view. The “virtual p2p i/f” is essentially a tin device driver that realizes a point-to-point IP interface which corresponds to a PDN connection over trusted WLAN. The WLCP is responsible to create and remove virtual p2p interfaces. The figure shows only how incoming frames are routed to the different components but it can be easily extended to show how outgoing frames are processed.
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Figure 1: Example UE implementations with WLCP over IEEE 802.11 (a) and with WLCP over UDP (b).
Figure 1(a) shows that both control-plane and user-plane SaMOG frames include Ethertype=WLCP. Although it is feasible to use Ethertype=WLCP for the control-plane and Ethertype=IPv4/v6 for the user plane, we believe that using a common Ethertype for both planes is the most preferable option from an implementation point of view. This is because if we use Ethertype=IPv4/v6 for the user plane, we need to modify the existing handlers of IPv4 and IPv6 Ethertypes in order to deliver traffic from SaMOG PDN connections to IP layer via separate interfaces (that resemble point-to-point connections).

Figure 1(b) shows that, for the UDP/IP option, the existing handlers of IPv4 and IPv6 ethertypes should be modified in order to deliver traffic from SaMOG PDN connections to IP layer via separate interfaces (that resemble point-to-point connections).
From Figures 1(a) and 1(b) we determine that both options for WLCP transport can be very similar in terms of implementation feasibility. We believe however that the UDP option has the following drawbacks which should be carefully considered:
1. When WLCP operates on top of IEEE 802.11, the security mechanisms provided by IEEE 802.11 are enough to provide origin authentication (i.e. identify the real origin of WLCP PDUs) and integrity protection (i.e. validate the integrity of WLCP PDUs). Thus, the TWAG can securely identify the source UE by looking at the source MAC address in the received frame.
However, when WLCP operates on top of UDP/IP, then WLCP does not have access to MAC addresses (a UDP application knows the UDP payload and the source IP address / port, but not the underlying MAC addresses). In this case, the source UE can be identified either (a) via the source IP address or (b) via some WLCP-specific identity included in all WLCP PDUs. 

In case (a), we need to make sure that the source IP address is not spoofed, thus we need an IP-layer security scheme (e.g. IPsec, SSL/TLS, etc.). In case (b), we need a security scheme at the WLCP level to provide origin authentication and integrity protection. 

The conclusion therefore is that if the WLCP is implemented on top of IEEE 802.11, the IEEE 802.11 security can be used for origin authentication and integrity protection. If, however, the WLCP is implemented on top of UDP, then we need additional security mechanisms either at the IP level or at the WLCP level to provide origin authentication and integrity protection.
NOTE: Although the security issues are in the scope of SA3, the above arguments are based on elementary security concepts which can be understood and evaluated by the SA2 working group.
2.  “Why can’t we simply use UDP which allows WLCP to be implemented as a user application in a straightforward and easy way?” Unfortunately, even if we use UDP, the WLCP cannot be simply an application that uses a certain UDP port for the reasons explained below. 
a. 
WLCP should be able to use private APIs which are available only to OS components in the UE (not to user applications). For example, WLCP should be able to add and configure new IP interfaces in the UE after a PDN connection is negotiated with the network (see the “virtual p2p i/f” in Figure 1). Similarly, WLCP should be able to remove existing IP interfaces in the UE when a PDN connection is released. Such functionality can only be realized if the WLCP has access to OS internal APIs which are not available to user applications.

b. 
WLCP needs to be tightly integrated with other OS components in the UE. For example, the “connectivity manager” should be able to trigger WLCP to establish a new PDN connection to a given APN, or to release an existing PDN connection over trusted WLAN. Such interaction between WLCP and other OS components requires WLCP to be part of the OS.
c. 
Implementing WLCP over UDP facilitates malicious WLCP implementations. For example, a user may download an application which (with or without user’s consent) binds to the UDP port of WLCP. This would be very easy especially in UEs that do not support their own WLCP implementation (thus the UDP port is free). Such applications may then attempt denial-of-service attacks to the network. Although the network could block these attacks, it is always a good practice to design systems that prevent attacks and minimize security risks.

i.  NOTE: Operating WLCP over IEEE 802.11 is a good practice to minimize the risk of malicious WLCP implementations (because downloadable applications cannot communicate over the MAC layer).
For all the above reasons, we believe that WLCP should be implemented as an integral part of the mobile OS rather than as a user application.

3. “If we implement WLCP over IEEE 802.11, wouldn’t we require changes to the WLAN driver for handling the new Ethertype?” Absolutely no! The job of the WLAN driver is to enqueue received WLAN frames into an OS-specific ring buffer without checking the value of Ethertype (there is no reason for the driver to check this value anyway). The value of Ethertype is checked by the OS (the “dispatcher” shown in Figure 1) when dequeueing the frame from the ring buffer and trying to identify a “handler” to deliver this frame to.
4. Using UDP/IP transport will increase the power consumption in the UE. For example, every received WLCP packet will need to “wake-up” the host processor and traverse the entire networking stack before being delivered to the WLCP process. On the contrary, implementing WLCP at the bottom of the networking stack leaves space for more power-efficient implementations, e.g., using partial wake of the host processor or offloading WLCP to a separate processor.
5. Last but not least, UDP/IP brings a lot of overhead without a corresponding advantage. Indeed, UDP provides only error detection and multiplexing services which are also provided by IEEE 802.11 / 802.3. UDP does not provide error recovery, so WLCP would still need to implement its own error recovery schemes, e.g. retransmission timers, etc. Therefore, using UDP/IP instead of IEEE 802.11 transport can only make the design less efficient, especially when considering the additional overhead introduced by the required L3 security schemes (see bullet 1). 
a. 
In addition, if we consider also that UDP/IP requires the UE to receive a local IP address (even when the UE is not allowed NSWO) before any WLCP operation can be initiated we conclude that the UDP/IP option is associated with a lot of overhead. Common experience indicates that the allocation of a local IP address may take considerably long in busy WLANs (in the range of 3-8sec). Therefore, using WLCP over UDP/IP may introduce considerable delays and severely impact the performance of 3GPP-to-WLAN handovers.
Summary and Recommendation

In summary we believe that:

1. Both options (UDP/IP and Ethertype) can be easily implemented in the UE and in the network. From an implementation feasibility point of view, there is no major advantage of one option over the other. One small difference is that the UDP/IP option requires changes to the existing handlers for IPv4/v6 traffic (see Figure 1(b)), while the Ethertype option can be implemented without any changes to existing OS components (assuming though that the WLCP Ethertype is used in both control and user plane).
However, WLCP over UDP/IP possesses some notable drawbacks:
1. It requires additional security mechanisms, at the IP layer or at the WLCP layer, to support origin authentication and integrity protection (see bullet 1);

2. It is more vulnerable to malicious WLCP implementations (see bullet 2c);

3. It cannot be simply implemented as an application because it needs to use OS internal APIs (see bullet 2a) and needs to be tightly integrated with other OS components (see bullet 2b);

a. 
This is not a distinctive drawback of UDP (similar requirements exist for the Ethertype option) but it shows that the key argument in favour of UDP (“WLCP can be simply a UDP application”) is not correct.
4. It can introduce long delays (given the need for local IP address allocation) and can detriment the handover performance (see bullet 5a);
5. It does not allow power-efficient implementations (see bullet 4); and
6. It introduces more signalling overhead without an associated advantage (see bullet 5).

Given the above, it is recommended to specify WLCP as a protocol that operates on top of IEEE 802.11 / 802.3 / Ethernet by using a dedicated Ethertype (to be allocated). 
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