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Abstract of the contribution: We address issues specific to the off-path and GTP-U approaches for optimized congestion reporting and analyse whether an optimized signalling solution for congestion reporting is motivated.
Introduction

Contribution S2-134010 discusses general issues that apply to all CN-based solutions. This paper looks at the specific issues of the different congestion reporting approaches. Solution 1.5.2 uses the existing control plane interfaces for transferring information from RAN to the CN. Off-path solutions (1.5.3, 1.5.4, 1.5.5) and the GTP-U solution (1.5.1) use new ways to transfer information from RAN to the CN, deviating from the existing control plane based approach in the current architecture. This paper evaluates the advantages and disadvantages of those solutions to determine whether the complexity of introducing a new signalling path is justified by the gains. 
Signalling load impact on existing control plane
We first need to quantify the expected signalling load impact of using the existing control plane (solution 1.5.2) in order to understand whether or not signalling optimizations are justified. UPCON congestion reporting from RAN to CN introduces additional signalling whose impact depends on how frequently the congestion level change events are reported from RAN. When the congestion level is determined in the RAN, time-averaging needs to take place whose time-constant is configurable. It is not possible to avoid RAN time-averaging, since the congestion situation changes very quickly on a millisecond basis, which is not possible to follow by continuous signalling and continuously updated mitigation policies in the CN.  The need for RAN time averaging is also applicable for the GTP-U approach: even though uplink packets may come more frequently, the reported congestion information is the same within a RAN averaging period. 

The time-averaging is aimed at detecting congestion on mid to long term, and not on the short term. It has been assumed that the CN-based mitigation works on a 1 minute or longer time-scale. Therefore the RAN time-averaging should also work on a 1 minute or longer time-scale, since there is no need for reporting more frequently from RAN to CN than what the CN can utilize for its mitigation actions. The amount of congestion level changes depends on the time-averaging length and on how frequently the congestion level changes between each time-averaging period for the current traffic mix. It is expected that the congestion level would not change between the majority of the time-averaging periods, but it is in general difficult to predict how frequently we experience a congestion level change. 

To be able to evaluate the signalling, we define two reference scenarios as examples for which the signalling load will be quantified:

· Normal scenario: RAN is configured to determine the congestion level over one minute periods. It is assumed that on average over the whole network, the congestion level changes at every 16th averaging period. This corresponds to a congestion level change at an average of every 16mins per connected UE over the whole network. 

· High scenario: RAN is configured to determine the congestion level over one minute periods. Congestion level changes at every 4th averaging period as an average over the whole network. This corresponds to a congestion level change at an average of every 4mins per connected UE over the whole network. 

To evaluate the CN signalling load for these scenarios, we have used a typical example based on aggregated operator signalling measurements which give the relative frequencies of the different signalling procedures per attached user per busy hour for the signalling generated by smartphone traffic over EPC/LTE. For each signalling procedure, we have calculated the number of signalling messages that the MME and the GW (in both SGW and PGW roles) need to process. Based on this calculation, a typical example for the existing signalling is assumed to be 313 for MME and 143 for the GW per attached user during busy hour. We have used these figures as the baseline, representing the typical signalling load on the nodes. Note that the number of signaling messages is just a guideline and in reality the processing also depends on the contents of the messages, nevertheless we use the number of messages an overall signaling impact assessment.

Compared to the baseline signaling, the additional UPCON signaling impact can be calculated for the reference scenarios. Using signaling over the existing control plane, a congestion level change results first in an uplink message from eNB to MME, however this message can be aggregated over several UEs in case of congestion level change in a cell with multiple UEs. Here we assume on average at least 5 UEs use aggregated signaling for a congestion level change as a conservative estimate, taking into account that this number is likely to be much higher for a congestion level change in a given cell, but signaling might not be aggregated in case of UE mobility. After receiving the message, the MME signals to the GW which is acknowledged towards the MME. Then the GW signals the congestion level change to the PCRF, which results in a change of the mitigation action that is signaled back to the GW. In total, for a single congestion level change in the RAN, we get 2.2 messages in the MME, 4 messages at the GW. This applies to UEs in connected state, where on average 10% of the attached users are connected based on traffic signaling measurements. We do not take into account the possibilities for optimizing the signaling based on policies that can be downloaded to RAN. 
Based on these assumptions, the relative signaling increase due to UPCON signaling can be calculated in the MME and in the GW compared to the baseline, as shown in the table below. 

	
	Normal scenario
	High scenario

	MME
	0.3%
	1.1%

	GW
	1%
	4.2%


Our observation is that the signaling increase, even assuming a high amount of signaling, does not require an optimized special interface and the existing control plane can handle the expected amount of signaling. 
Note also that the MME node is unlikely to become a signaling bottleneck using control plane signaling approach even if the amount of congestion signaling becomes higher. In existing EPC procedures, there is a higher number of signaling handled at the MME compared to the GW. UPCON adds a congestion signaling which is similar in absolute number at the MME and at the GW. Therefore, the relative signaling increase due to UPCON signaling is higher at the GW compared to the MME due to the lower baseline signaling. Since the rate of signaling has to be set in a way that the added signaling is acceptable for the GW, it is assumed that the relative signaling increase is not too high in the GW. Consequently, the relative impact will be even less in the MME, which is then also expected to cope with smaller amount of  relative signaling impact and thereby causing no signaling load problems at the MME. 

GTP-U optimization

Solution 1.5.1 uses piggybacking of congestion information on the uplink user plane packets. This avoids the use of control plane signaling, but on the other hand introduces a new form of signaling over the user plane. As discussed above, the saving of the control plane signaling is expected to be small to justify a new type of RAN-CN signaling. 
For GTP-U based solution, the impact on GW implementations have to be considered which are typically structured such that the GW consists of a control plane part and a user plane part. In order to be optimized for maximum user plane processing efficiency the complexity of the user plane part is kept to a minimum and interaction between user plane part and the control plane part is typically performed via a simple interface providing event-triggers for volume, time and a few dedicated even-types with any more complex processing being performed in the control plane part. 
The avoidance of the control plane signaling with GTP-U solution comes with a disadvantage: the GW node has to transfer the congestion level change events from its user plane part to its control plane part for further processing and for signaling to the PCRF. This type of node-internal signaling from user plane to control plane is not otherwise typical, and GW nodes are not optimized for a high volume of user plane to control plane information transfer. Such user plane to control plane information transfer may be used for e.g., volume based charging, but in that case the information transfer is much less frequent and usually not delay-critical, so it may be possible to use batched transfer of information. The transfer of congestion information is however expected to be much more frequent and also more delay sensitive. As a consequence, GW implementations using the GTP-U approach are expected to be more complex and costly. 
It is seen therefore that the cost of avoiding control plane signaling via the MME, which is a node optimized for highly scalable processing of signaling, is to handle the same amount of node-internal signaling from the GW user plane to its control plane, which the GW implementation is not optimized to handle. 
Note also that the GTP-U approach is rather limited in extensibility, as the user plane is not well suited for dynamic handling of extra parameters. Additional extensions in the user plane may have both software and hardware impacts which increase the complexity and cost of the features. Open-flow and other approaches used within the SDN (software defined network) framework show a similar behavior to what above is discussed for the GW, also being optimized for low complexity user plane implementations with the more complex processing moved to a control plane implementation. 
 Off-path optimization

Solution 1.5.5 suggests to introduce the RCAF node for optimized transfer of RAN congestion information to the PCRF. The expected signaling advantage with this solution is that the cell congestion information change event has to signaled only once for all UEs in the given cell. Note however that the existing control plane approach can also use an aggregated single message from the RAN to the MME, so that the number of signaling messages can be reduced to the number of MMEs in the pool (e.g., 2 or 3) and per UE signaling from RAN to CN can be avoided. 

The amount of signaling messages going to the PCRF may be reduced, however, the reduction of the actual processing might not be proportional with the reduction in signaling. The PCRF node is essentially structured around per UE processing. Even if the PCRF receives a single message for multiple UEs, it still has to perform a corresponding processing for all UEs involved separately, so the processing still has a component that is proportional to the number of UEs. In fact, the usage of per cell signaling, common for multiple UEs, introduces an additional complexity for the PCRF. This complexity is further increased by additional functions for selecting the RCAF node and subscribing to the notifications.
Note also that for congestion level change due to UE mobility, the RCAF has to update the congestion information for the current location of the UE once the UE has arrived in the new cell (after it has spent a minimal time in the new cell). This results in per UE granularity signaling towards the PCRF, so the signaling towards the PCRF is not reduced in this case. Additionally, the solution assumes that a validity lifetime is associated with the signaling towards the PCRF and new signaling to the PCRF is needed if the congestion status changes before the lifetime expires. Since the congestion status is expected to be rather unpredictable, this approach will require additional, repetitive signaling to keep the information in the PCRF accurate. 
The processing in the PCRF results in per UE, per flow policy updates towards the GW (or over Rx), hence the actual signaling also scales proportionally with the number of UEs, which is valid for the off-path solution as well as all other solutions. 
We conclude therefore that the signaling reduction of the off-path approach does not justify its high architectural impact, especially since the existing control plane signaling for the congestion reporting is not expected to be high as discussed above. 
Besides signaling optimization, solution 1.5.5 also discusses other functions of the RCAF. 

· Temporal averaging of the congestion. However, the OAM system from where the congestion information originates also performs temporal averaging. It is assumed that RAN and OAM can be configured with an appropriate time-averaging parameter according to the operator’s needs. Therefore, the temporal averaging function of the RCAF is redundant. 
· Spatial averaging, i.e., averaging of the congestion level over neighboring cells. This would be a rather complex function for the RCAF node given that this requires the full cell structure with cell neighborhood relationships to be configured into the RCAF node. This is something that is assumed to be known in the OAM system, which could perform spatial averaging on its own. Therefore, the spatial averaging functionality in the RCAF is redundant. Note also that the cell neighborhood relationship is dynamic information that may change due to SON techniques, such as ANR (automatic neighbor relation), or energy saving optimizations. It is not clear how the RCAF node becomes aware of the dynamic neighbor relationship information. 
It is not clear why spatial averaging is necessary to perform. Averaging leads to a loss of information; spatial averaging causes the congestion level to be reported for a given cell to be inaccurate. E.g., if we perform spatial averaging over three cells having congestion levels 1, 2, 3 and only report 2 as the overall congestion level for all the three cells, the PCRF will act on incorrect information for two cells which inevitably leads to incorrect actions. While time-averaging is inevitable, spatial averaging is avoidable. Hence, spatial averaging is seen as an unnecessary function which leads to incorrect CN mitigation actions reducing the overall system performance, and the incorrect CN mitigation actions may remain active persistently for users that are static.  
Solution 1.5.5 already notes that “In some scenarios the CN may not know all the cells / eNB a given UE is using (multi-site CA, small cells). As a consequence the RUCI reporting may not reflect the actual congestion status of the cell from which the UE is currently using resources.” Hence, even if spatial averaging is not explicitly employed by this solution, the congestion reporting to the PCRF may still be inaccurate which inevitably degrades the system performance. Given that RAN3 works to deliberately hide some of the more complex cell structure from the CN and the location of the UE is not reported with sufficient granularity to determine which cell the UE is consuming resources from, this solution does not allow for correct CN mitigation actions, and it does not appear feasible to enhance this aspect of the solution in the future. 
For the system design of the rel-8 EPC an emphasis was put on using ‘flex’ interface for RAN related control signaling. The MME pool concept was defined to allow for load balancing between multiple MME nodes. The RCAF node, however, does not address this aspect, and a single RCAF node is assumed per RAN geographical area. This does not allow for load balancing and redundancy features for RCAF despite the fact that the RCAF has to handle congestion level changes and UE mobility events that can sum up to a relatively high amount of total signaling. 

Solution 1.5.4 presents an integrated approach which incorporates both the off-path solution and the GTP-C/GTP-U based on-path solution. However, the justification for this approach which has the highest complexity impact among all solutions is not clear. As we have seen earlier, the expected signaling over the existing control plane has only a small impact, and there is no basis to expect “signaling storms” as mentioned by solution 1.5.4. Instead of having both an off-path reporting with a longer time-scale and an on-path reporting with a shorter time-scale, it is much simpler to have only a single way of reporting with the time-scale set appropriately. 
Further, the integrated approach leads to additional issues related to how the on-path and off-path data is combined in the PCRF. 

· The congestion level calculation based on OAM data may be different from the congestion level calculation in the RAN for on-path reporting. Hence the off-path and on-path congestion levels may not be consistent with each other which makes the combination of the two information in the PCRF problematic. 

· As already noted in note 2 of this solution, the cell information for the UE may not be accurate. Since the cell information is meant to be the basis of combining the on-path and off-path information, this can lead to problems in the PCRF. While the on-path congestion level would provide congestion information based on the UE’s actual resource situation, the cell information may point to another cell where the congestion situation can be different. Then the PCRF combines the on-path congestion level with an off-path congestion level which does not represent the UE’s current congestion situation. This leads to incorrect decisions in the PCRF with regards to the appropriate CN congestion mitigation actions. 
Signalling for roaming subscribers
While rel-12 does not intend to address the roaming case itself, incorrect operation due to the presence of roaming subscribers needs to be addressed. The congestion reporting towards the home PCRF for roaming subscribers is possible to disable in all solutions. However, there is a risk that this leads to the roaming users receiving unrestricted access to RAN resources while non-roaming users are being throttled under congestion, creating an unfairness between users. This can be especially problematic for an operator at places where there is a high percentage of roaming users such as e.g., airports. 

To handle this type of unfair difference between roaming and non-roaming users, the GTP-C approach may adjust the UE-AMBR of roaming users. Signalling a lower UE-AMBR to the RAN allows the reduction of the roaming traffic. This is a very coarse level of control on a UE level, but this can help to address the unfairness between roaming and non-roaming users. A similar approach does not appear to be readily available with the GTP-U solution, because the SGW does not have means to throttle traffic. Also for the off-path approach, the visited PCRF has no means to control the traffic for roamers under congestion. 
Conclusion

Based on the evaluation, there does not appear to be a significant gain to justify a new signaling mechanism from RAN to CN which deviate from the exiting control plane signaling (solution 1.5.2). 
It is proposed to capture the evaluation in TR 23.705 as proposed below. 
===========================START FIRST CHANGE==============================
6.1.5.1
Solution 1.5.1: RAN User Plane congestion reporting by GTP-U extension

[…]

6.1.5.1.6
Solution evaluation
The solution has the following properties.
· GW user plane is impacted.
· Elimination of the signaling via MME, but at the cost of node-internal signaling from GW user plane to GW control plane.

· Future extensions impact the user plane. 
· The number of future extensions is constrained by MTU limitations.
· Difficult to ensure fairness between roaming and non-roaming subscribers if such fairness is required by the VPLMN operator.  

===========================END FIRST CHANGE==============================

===========================START SECOND CHANGE==============================

6.1.5.2
Solution 1.5.2: C-plane Signalling for RAN user plane congestion reporting

[…]

6.1.5.2.5
Solution evaluation
The solution has the following properties.:
· 
· 

· Solution can address unfairness between roaming and non-roaming subscribers using per UE granularity UE-AMBR limitation for roamers if such fairness is required by the VPLMN operator. 
· User plane congestion information has to be provided to the control-plane part of the RAN node using node-internal signaling in the RAN node.
===========================END SECOND CHANGE==============================
===========================START THIRD CHANGE==============================
6.1.5.3
Solution 1.5.3: RPPF based RAN user plane congestion reporting
[…]

6.1.5.3.4

Solution evaluation
Editor’s note: See evaluation in section 6.1.5.5.4.
===========================END THIRD CHANGE==============================

===========================START FOURTH CHANGE==============================
6.1.5.4
Solution 1.5.4: Integrated On-path and Off-path RAN user plane congestion reporting

[…]

6.1.5.4.4

Solution evaluation
In addition to the aspects of off-path solution evaluated in section 6.1.5.5.4, this solution has the following properties. 

· Highest architectural and complexity impact.
· PCRF impact due to combining information received from both on-path and off-path and providing policy for congestion mitigation based on the combination. 
· If the semantics of on-path and off-path congestion level are different, it is problematic to combine them in PCRF. 

· Inaccurate cell information can lead to incorrect PCRF decisions when on-path and off-path congestion information are combined. 
===========================END FOURTH CHANGE==============================

===========================START FIFTH CHANGE==============================
6.1.5.5
Solution 1.5.5: off-path based RAN user plane congestion reporting
[…]
6.1.5.5.4

Solution evaluation

The solution has the following properties.
· Architectural impact by introducing a new node.

· 
· PCRF impact due to new types of aggregated signaling, and additions functions for selecting RCAF and subscribing to the reporting.

· Time-averaging function of RCAF is redundant as OAM itself also performs time-averaging.

· Spatial-averaging function of RCAF is redundant, as OAM itself could perform spatial-averaging. 

· Spatial-averaging in RCAF leads to loss of information in the PCRF which can  lead to persistently incorrect CN mitigation actions. 
· Spatial-averaging in RCAF cannot take into account dynamic cell neighbor relations that may change due to SON functions.  
· CN may not have accurate location information and consequently the RUCI reporting may not reflect the actual congestion status of the cell from which the UE is currently using resources. Hence the congestion reporting to the PCRF may be inaccurate which can lead to performance degradation. It is not possible to enhance this aspect of the solution in the future.
· Does not provide flex functionality for load balancing and redundancy of RCAF processing.
· Difficult to ensure fairness between roaming and non-roaming subscribers if such fairness is required by the VPLMN operator. 

===========================END FIFTH CHANGE==============================
�Merged into 4376. 
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