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Introduction
SA2 has been developing both RAN-based and CN-based solutions with similar capabilities for congestion management, but their expected performance has so far not been compared. While RAN-based solutions can be based on existing resource management approaches (scheduling, active queue management, etc.) that are well established in the state of the art, CN-based solutions attempt to address congestion management with a different proposed functional split between RAN and CN compared to today’s architecture. Yet the overall performance of the CN-based approach has not yet been verified by thorough performance analysis. 

This paper provides a comparative performance analysis of the RAN-based and CN-based UPCON solutions considering a simple network configuration and using packet-based simulations. This work extends the results in S2-133397 presented at SA2#99 which analysed the stability of the CN-based solution and found that it was prone to oscillation issues which cannot be easily avoided without sacrificing the efficiency of congestion mitigation. We have enhanced the model of S2-133397 with additional congestion levels, a more sophisticated congestion detection scheme and more diversified traffic models to see whether system stability for the CN-based solution can be improved.
Traffic differentiation at multiple congestion levels
Both RAN-based and CN-based solutions address differentiated treatment of traffic flows at different levels of congestion. The resource allocation for one flow may be reduced in comparison to another flow to achieve a resource distribution which takes into account the operator’s preferences depending on the type of application/service, subscription, usage policy or other criteria. 
The operator’s target resource distribution needs to be expressed in a quantitative form so that a RAN or CN-based solution can approximate a resource distribution according to the operator’s desires. There could be several frameworks of parameter settings to capture the operator targets – here we present one such quantitative framework to capture the operator targets. 
We use target bitrate settings on a per flow granularity for each pre-defined congestion level to capture the operator’s target resource distribution. In this way, the operator can define different congestion handling policies at multiple levels of congestion. Note that these targets do not correspond to any a priori resource reservation as in the case of GBR bearers. Rather, we assume non-GBR bearers and applications that can typically adapt to the available capacity to a certain extent. The target bitrates represent how the available resources should be shared between the different flows in case of congestion, when the traffic demand exceeds the available RAN capacity. 
The Figure 1 below shows one possible way for expressing the target resource distribution for three different flows F1, F2 and F3 at three pre-defined levels of congestion (congestion level 1, 2 and 3). For each level of congestion, the desired throughput distribution is set by the operator for the different flows, depending on criteria such as subscription, service/application type, usage policies, etc. In general, the throughput of a flow decreases at higher levels of congestion. The operator can address the differentiation between the flows by allocating different throughputs at a given congestion level, and also by setting how slowly or quickly the throughput allocated to a flow decreases with increasing levels of congestion. In the example of the figure, F3 is regarded the “most important” flow for the operator as it not only gets the most resources at all congestion levels, but its resource allocation does not decrease so much as the resource allocation of other flows at higher congestion levels. 
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Figure 1 Example throughput targets for different flows F1, F2, F3 at congestion levels 1, 2, 3
Over the long run, the operator can influence the congestion levels experienced by users by deploying more RAN capacity, but for a given deployment the congestion level depends on external factors such as the current traffic mix, the mobility pattern, the radio channel conditions, etc. Hence for a given deployment the operator cannot directly influence the congestion level, but the operator can influence how the resources are shared between the flows at a given congestion level.  A resource allocation scheme, no matter whether it is RAN-based or CN-based, should approximate the operator target resource sharing. This means that the resource allocation should be able to follow the bitrate settings for the current congestion level for the different flows. Hence, at a given moment the congestion level assumed for the different flows should approximately be the same considering a given set of RAN resources, and the resource allocation should be close to the bitrate targets for that congestion level. 

The RAN-based FQI solution (solution 2.2) works in this way, and tries to satisfy the bitrate targets according to the lowest feasible congestion level. In our simulation model we have implemented the FQI solution, and used a scheduler which assigns the bitrates according to the lowest feasible congestion level. The excess resources are distributed using linear interpolation/extrapolation as shown in Figure 2 which illustrates the bitrate allocations at intermediate congestion levels corresponding to excess resources. In case level 3 targets are not feasible, resources are assigned in proportion to level 3 targets; linear interpolation is used between level 3 and level 2, and between level 2 and level 1, respectively. The excess resources over level 1 targets are allocated in proportion to level 1 targets. 
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Figure 2 The RAN-based FQI solution. In our simulation model we distribute excess resources using linear interpolation/extrapolation
For the CN-based solution, the targets need to be mapped to bitrate shaping rules for data flows that can be executed in the CN. However, the CN does not have information about the exact momentary resource situation at a given cell in RAN, and hence it cannot apply bitrate shaping for all of the flows as the inaccurate bitrate settings may easily lead to very low utilization of RAN resources (such low utilization was already exemplified by the results in S2-133397 even though not all of the flows were throttled in that case). For this reason, it is assumed that the CN-based solution always leaves at least one type of flow untouched without applying any bitrate shaping rule, in the hope that this type of flow will send sufficient traffic to RAN to reduce the under-utilization problem. In our model we assume that at a given congestion level the flow with the highest bitrate target is left untouched in the CN with no bitrate shaping, and traffic differentiation is achieved by shaping the other flows to the target bitrate. 
The congestion level is determined by the RAN congestion detection mechanism. In our simulation model we have implemented the bitrate based congestion feedback, where the level of congestion is determined by the currently available per user bitrate in the RAN compared to pre-configured thresholds. The congestion feedback is based on the bitrate that RAN can provide due to congestion limitations, and it is not affected by a flow temporarily having low bitrate due to low incoming traffic. We use the highest bitrate target at each congestion level to set the RAN detection threshold in the RAN. This is illustrated in Figure 3 below, where solid dots indicate parameters for CN bitrate shaping, and white-centered dots indicate the thresholds for RAN congestion detection. RAN threshold 1 indicates the  threshold for reporting low congestion; RAN threshold 2 indicates the  threshold for reporting medium congestion; RAN threshold 3 indicates the  threshold for reporting high congestion from RAN to CN. The congestion feedback from RAN to CN is then used as follows in the example. 

· If the available per user bitrate in the RAN is below threshold 3, then each flow belonging to Class 1 and Class 2 are shaped to their bitrates corresponding to congestion level 3 (high congestion). 
· Otherwise if the available per user bitrate in the RAN is below threshold 2 then each flow belonging to Class1 and Class 2 are shaped to their bitrates corresponding to congestion level 2 (medium congestion). 
· Otherwise if the available per user bitrate in the RAN is below threshold 1, then each flow belonging to Class 1 and Class 2 are shaped to their bitrates corresponding to congestion level 1 (low congestion). 
· Otherwise, when the available per user bitrate in the RAN is not below threshold 1, the flows are not shaped at all in the CN (no congestion). 
Note that for the CN-based solution, the RAN assigns an equal resource share for each flow in our model. 
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Figure 3 CN-based solution using bitrate based congestion feedback. White-centered dots correspond to RAN bitrate thresholds, solid dots represent bitrate shaping rules at a given congestion level.
Quantification of measurements 

The measured simulation results for both RAN-based and CN-based approaches need to be compared against the pre-configured targets for per flow per congestion level, and we need to use a figure of merit to quantify how a solution approximates the operator targets. 
For this purpose, we measure the realized bitrates for a given user in a simulation trace, and check which congestion level it corresponds to according to the target bitrates. We use linear interpolation/extrapolation to map a given measured throughput value of the simulation trace to a congestion level as shown in Figure 4 to get a congestion metric which takes on values on a continuous range, not just the discrete values 1,2 and 3. The resulting congestion level indicates the severity of the congestion for the given user based on the operator’s target configuration which is specific for the  traffic classes. Above congestion level 3 which is the highest pre-defined target, the congestion level can grow to level 4 which corresponds to the complete lack of available resources for a flow. When the target for low congestion (level 1) can be satisfied, the flow gets adequate treatment by the network, hence we define the congestion level to be 0 in this case regardless of the bitrate.  Note that in our simulations we assume that the traffic flows are being limited by congestion and not by other factors (such as the terminal or the server or other network domains), which is generally valid for our simulated scenarios discussed later below. 
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Figure 4 Mapping realized bitrate to congestion level according to the operator targets
The above mapping can then be used to map a given measured bitrate for a given flow to a congestion level which is zero if there is no congestion (i.e., target for low congestion can be satisfied) and takes on a continuous value between 1 and 4 in case of congestion. 
However, a simulation trace consists of a number of flows whose congestion level based on their measured bitrates may be different and may also vary over time, so the measured congestion levels have both time and user dependence. For the performance analysis it is necessary to quantify the overall congestion level experienced by the users for a given scenario. We address both the time and user dependence below.
The Figure 5 below illustrates the time varying aspect of the congestion level in a schematic way. The figure shows flows A and B, each with an average congestion level 2, where flow A exhibits much higher variability in the measured congestion level over time. It is assumed that flow A corresponds to a much worse user experience than flow B, since the periods of high experienced congestion for flow A cause frustration to the user which is not compensated by a period of lower congestion of the same length. We therefore conclude that the average congestion level over time is not a suitable metric to capture the overall congestion experience of a time-varying flow. Instead, we use the 90%-percentile of the congestion level distribution, weighted by the amount of traffic, as a metric for the overall congestion experience. I.e., we determine the congestion level which can be ensured for 90% of the traffic to capture the overall congestion experience for a time-varying flow. Using the 90%-percentile disregards the short temporary transients of worse performance, and quantifies the congestion level that can be provided for the good majority of the traffic. 
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Figure 5 Overall congestion level for a time-dependent trace by 90%-percentile

Figure 6 below shows the user dependence aspect in a schematic way, illustrating how different congestion levels experienced by different flows comply with the operator targets. The figure shows two types of flows, flow A and flow B, with different bitrate targets at different congestion levels. For simplicity of illustration, we use an example where the bitrate targets are set linearly with the congestion level. 

Ideally, a resource distribution in compliance with the operator targets should use a congestion level according to the resource situation in the system, and lead to throughput allocations according to the targets of the flows at the used congestion level, i.e., the measured congestion levels of the different flows should be approximately the same. This is exemplified in the figure by the blue boxes, representing a resource sharing example which is according to operator targets at the given congestion level which is the same for flows A and B. 
In a simulation result, the measured congestion levels of the flows may be different. As an example, the measured congestion levels shown by the black triangles in the figure correspond to a resource sharing which is not in compliance with the operator’s targets. Compared to the ideal distribution, flow A gets less throughput assignment and flow B gets more throughput assignment. The arrows in the figure show how the resource distribution diverges from the ideal one. As a result, the congestion level of flow A is higher, and the congestion level of flow B is lower. Note that if we averaged the congestion levels of the two flows, the result would get lower compared to the ideal distribution due to the fact that the same throughput difference corresponds to a higher congestion level improvement for flow B than the deterioration of congestion level for flow A. In other words, if an operator considers a flow more important so that it should get more resources (as flow A in the example), that desired resource sharing can be violated by not assigning the resources to the important flow and instead re-distributing the resources between other, less important flows (as flow B in the example). Clearly, such violation of the operator targets should be avoided, even if the average congestion level of flows could be improved by such a process. 

This example shows that the average measured congestion level of the flows is not a good metric to capture the overall merits of a given resource distribution. Instead, we use the 90%-percentile of the congestion levels measured for the different users weighted by the amount of traffic, to capture the congestion level that can be ensured for 90% of the traffic over all the users. The 90%-percentile of the congestion levels indicates the congestion level whose operator targets can be ensured for the good majority of the traffic, which we regard as a good measure of the overall resource distribution. 
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Figure 6 To comply with operator targets, measured congestion levels of flows should have similar congestion levels (blue rectangles)

In summary, we use the 90%-percentile of the measured congestion levels to quantify the overall resource sharing behaviour of a solution where the measured congestion levels vary both over time and between users. We determine the 90%-percentile of the congestion levels corresponding to the set of measured bitrates over a given measurement interval, using the bitrates as weight factors. This captures the congestion level which can be ensured for 90% of the traffic in a given scenario.  Using the 90%-percentile allows the worst 10% of the measurements due to transients to be not considered, and capture the congestion level which is ensured for the good majority of the traffic throughout the simulation trace. 
Simulation model

Our simulation model is an extension to the one presented in S2-133397. We use the following assumptions in our simplified packet-level simulations:

· a single cell scenario without UE mobility; 

· single 20Mbps capacity cell; 
· radio channel quality changes are not simulated;
· single CN node assumed for all users;
· single flow per user. 
We have implemented three traffic classes with the following properties:

· Background traffic, using long file downloads, to model less important p2p or software download traffic. The number of background users was fixed to 10 in the simulations. 

· Web traffic, using a model of the typical object size distribution of a web page (news portal). The browser fetches the web page via multiple parallel connections. The number of web users was determined by the web intensity, giving the number of new web page requests per second, which was an independent parameter in the simulations. In some scenarios, web users are further differentiated into premium and normal users; 10% of the users are considered premium users in the simulations.
· Video traffic, using a simplified chunk based streaming model that works as follows. The video sequence is sent in short chunks to the receiver over TCP. One video sequence is 48 seconds long and divided into 12 chunks, each chunk is holding 4 seconds of video data and has a size of 200,000 bytes, resulting in the rate of 400 kbps. Every 4 seconds the video server forwards one chunk to the TCP socket to deliver to the client. This is a non-adaptive video, similarly to e.g., traditional YouTube. In the simulations, the users are arriving according to Poisson process with given intensity, similarly to the web users.
We have implemented the following resource allocation methods: 

· RAN-based FQI solution, where the RAN scheduler assigns the available resources by considering the target bitrates of the competing flows, as discussed above.

· CN-based solution, where the RAN assigns the resources equally to the competing flows, and traffic shaping in the CN is applied to some flows using congestion feedback from the RAN which is based on the available per user bitrate in RAN. The congestion feedback is calculated as the time average of the available bitrate per user in the RAN; the averaging and feedback interval is set to 60 seconds, which is the typically assumed time-scale for UPCON, as it is intended for mid- and long-term congestion management.
The simulations are run for 615 seconds. The first report from RAN to CN is sent at t=15 sec for the CN-based solution, and then it is performed periodically every 60 seconds. The first report is based only on 15 seconds averaging; it is used solely to derive the initial congestion state of the system. For higher accuracy, the metrics shown in the following section exclude the samples obtained in the warm-up period of the first 15 seconds.
Performance results

We demonstrate results for a few traffic scenarios with operator set targets, representing the operator-preferred resource distribution at various levels of congestion. 
Scenario 1 – background and web traffic.
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Figure 7 Target bitrates for Scenario 1
Scenario 1 consists of two types of traffic, namely web and background downloads. As one can see in Figure 7, the target bitrates are set so that web flows should get significantly higher throughput than the background flows at all congestion levels.
Figure 8
 shows the 90% percentile congestion levels for this scenario to quantify the overall congestion performance of the solutions. We can see that RAN-based solution is capable of keeping the system out of “congested” state until web intensity is lower than 0.6/sec. On higher intensities, the RAN-based solution keeps the congestion level lower than the CN-based solution.
[image: image8.emf]
Figure 8 Overall performance: 90% congestion levels for scenario 1. 
To see the background of the overall results, Figure 9 and Figure 10 break down the results to the individual traffic classes in the RAN-based and in the CN-based schemes, respectively. We can see that the RAN-based scheme achieves similar congestion levels for the two traffic classes in the given scenario. On the other hand, in the CN-based scheme, the more important web traffic suffers in general more from congestion than the non-important background flows. From this, it is seen that the better overall congestion performance of the RAN-based solution compared to the CN-based solution is that the RAN-based solution can keep the resource distribution closer to the operator targets. 
	[image: image9.emf]
Figure 9  90% congestion levels in the RAN-based solution for different traffic classes

	[image: image10.emf]
Figure 10  90% congestion levels in the CN-based solution for different traffic classes


To understand the time-dependent system behaviour, Figure 11 and Figure 12 illustrate changes in bitrates over time per traffic class over the simulation time for 0.5/s web intensity as an example, plotting 10s averaged bitrates of the simulation trace. Figure 11 for the RAN-based mechanism shows that the bitrates for web traffic being continuously above the bitrates for background traffic and the system remains stable, with some changes in the bitrates as flows arrive and depart. However, the CN-based approach suffers from fluctuations between congestion level 0 and congestion level 1, as shown in Figure 12 by subsequent periods where background traffic is throttled, followed by periods where background traffic is not throttled. A congestion level change takes place at almost all congestion detection periods of 60sec length, except once. The reason for the CN-based solution not being able to achieve the operator targets is therefore that it operates in an instable oscillating mode, switching the CN-based throttling on and off at each subsequent period. 

[image: image11.emf]
Figure 11 Average bitrates per traffic class over time for RAN-based solution, at web intensity = 0.5/s. (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
[image: image12.emf]
Figure 12 Average bitrates per traffic class over time for CN-based solution, web intensity = 0.5/s.  (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
To quantify the oscillations for the CN-based solution, the amount of transitions between different congestion levels are shown in Figure 13. The amount of state transitions are high (i.e., state transitions occur at 80% to 100% of the possible occasions,) on web intensities between 0.2/s and 0.5/s. This indicates a very instable system at these web intensities, with oscillating behaviour as the congestion level changes back and forth. 
[image: image13.emf]
Figure 13 Ratio of congestion state transitions in Scenario 1 – high rates indicate instable system with oscillating behaviour
Scenario 2 – background, web and premium web traffic
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Figure 14 Target bitrates for Scenario 2
In Scenario 2, the web users are divided into premium and normal users. 10% of all the web users are considered to be premium users in the simulations. The target curves are shown in Figure 14. Premium web users are desired to get significantly higher throughput than the normal web users as well as background users. In this scenario, premium users are considered more important and hence they not only get higher target bitrates, but their targets decrease more slowly with higher congestion compared to normal users. 
The overall results are shown in Figure 15, where we can observe that with the CN-based solution, traffic tends to experience significantly higher congestion levels than with the RAN-based solution. The congestion level is 0 for 90% of the traffic in the RAN-based case until web intensity is not higher than 0.5/s, while the CN-based solution experiences higher than 1 congestion levels in the same parameter range. 
[image: image15.emf]
Figure 15 Overall performance: 90% percentile congestion levels for Scenario 2

Figure 16 and Figure 17 break down the results to the individual traffic classes for the RAN-based and CN-based solutions, respectively. The figures show that the RAN-based solution assigns the resources in accordance with their operator assigned targets so that the experienced congestion level is similar for all the traffic classes. Premium web shows slightly lower results, which we attribute to the fact that transients are more dominant: the TCP slow start phase takes longer while the users cannot grab their assigned share; and the slow start phase also takes a higher fraction of the download time due to the shorter total download time. In the CN-based case, the realized congestion levels are more diversified for the different classes. 
	[image: image16.emf]
Figure 16 90% congestion levels in the RAN-based solution for different traffic classes
	[image: image17.emf]
Figure 17 90% congestion levels in the CN-based solution for different traffic classes


To illustrate time-dependence, Figure 18 and Figure 19 show the time series of the bitrates per traffic class for a given simulation run, where the web intensity is set to 0.5/s, plotting 10s averaged bitrates of the simulation trace. The RAN-based scheme exhibits a relatively stable behaviour, with some changes in the bitrates due to the arrival and departure of the traffic flows. The number of premium web users is significantly smaller, which explains why we see bigger changes as premium web users arrive to the system and depart, with some periods when there is no premium web subscriber.  The CN-based scheme oscillates throughout the simulation as the different levels of throttling are switched on and off.

[image: image18.emf]
Figure 18 Average bitrates per traffic class over time for RAN-based solution, web intensity = 0.5/s. (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
[image: image19.emf]
Figure 19 Average bitrates per traffic class over time for CN-based solution, web intensity = 0.5/s. (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
In Figure 20 one can see the amount of state transitions for different web intensities for the CN-based solution, which give an indication about the system stability. One can see that very frequent oscillations occur in all loads: the congestion level thus also the actions in the CN are changed after all congestion detection periods.

[image: image20.emf]
Figure 20 Ratio of congestion state transitions in Scenario 2– high rates indicate instable system with oscillating behaviour.
Scenario 3 – background, web and video traffic
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Figure 21 Target bitrates for scenario 3
In the 3rd scenario, we investigate the performance of the two schemes with 3 different traffic classes: web, video and background download. The bitrate target curves illustrate that in low congestion, web should get good performance and video should be given at least 501 kbps; this assumes that the video has a lower encoding bitrate than 501 kbps (it is 400 kbps in our simulations). In medium congestion level, however, web flows should get lower bitrate than video flows, to ensure that the video playbacks are not freezing. On high congestion, video traffic is practically blocked (i.e. assigned with 1 kbps) to get adequate web performance. This high congestion level represents the case where the continuous playback of the video sequence cannot be ensured; hence it is better to block the flow to improve the experience of other users. 
In the simulations we have 10 background downloads as earlier, and all the web and video users arrive according to a given intensity (changed between 0.1-0.9/s in different runs), where 50% of the users arriving will start to download a web page, and 50% of them will request a video.

Figure 22 demonstrates the overall difference in the congestion level between the RAN-based and the CN-based solution. The RAN-based solution in general can keep the overall congestion level significantly lower than the CN-based solution.
[image: image22.emf]
Figure 22 Overall performance: 90% percentile congestion levels for Scenario 3
Figure 23 and Figure 24 break down the congestion level results for the different traffic classes. The RAN-based approach again achieves more similar congestion levels for the different classes, indicating that it can better approximate the operator targets.  There is a degree of divergence in the congestion levels though, which is attributable to the very small difference between congestion level 2 and 3 for web and between congestion levels 1 and 2 for video, as defined in Figure 21. With the CN-based mechanism the difference between congestion levels for different flows are large, meaning that the operator desired resource sharing is not reached.
	[image: image23.emf]
Figure 23 90% congestion levels in the RAN-based solution for different traffic classes
	[image: image24.emf]
Figure 24 90% congestion levels in the CN-based solution for different traffic classes


Example time-plots are shown Figure 25 (RAN-based solution) and Figure 26 (CN-based solution). The RAN-based solution shows a relatively stable process over time. On the other hand, with the CN-based mechanism, the congestion level changes more frequently, showing oscillating behaviour.
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Figure 25 Average bitrates per traffic class over time for RAN-based solution, user arrival = 0.5/s. (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
[image: image26.emf]
Figure 26 Average bitrates per traffic class over time for CN-based solution. user arrival = 0.5/s. (In this figure, the bitrates of the users are averaged over a given traffic class without any traffic-dependent weighting function.)
To quantify the oscillating behaviour of the CN-based solution, in Figure 27 we show the amount of state transitions for different loads. Once again, the system heavily oscillates between different congestion levels, especially if the user arrival intensity is at least 0.3/s.
 [image: image27.emf]
Figure 27 Ratio of congestion state transitions in Scenario 3– high rates indicate instable system with oscillating behaviour.
Summary and conclusions
We have used packet-based simulations to perform a comparative performance study of the RAN-based and CN-based UPCON approaches. For the RAN-based approach we have implemented the FQI solution. For the CN-based approach, we use CN bitrate shaping of the flows with congestion level dependent shaping parameters except for one type of flow that is not throttled. We have implemented the bitrate based congestion feedback mechanism approach to report the congestion level from RAN to CN, using four congestion levels including no congestion. 

We have applied the same traffic scenarios and same operator targets to both RAN-based and CN-based solutions. We have used three traffic scenarios, including background, normal web, premium web and video traffic. The operator targets are set for how to quantitatively differentiate the various types of flows in each congestion level. After running the simulations, we have evaluated the results against the operator targets, and we have shown how the overall congestion level can be measured for a simulation trace. We have also investigated the time-dependent system behaviour and quantified the oscillating behaviour. 
The results indicate the following. 
· The RAN-based solution resulted in a lower congestion level experience in all cases; and the CN-based solution reached a significantly worse congestion experience for the users. 

· The better congestion performance of the RAN-based solution is due to the fact that it can approximate the operator targets better. 

· The results have confirmed earlier findings (S2-133397) that the CN-based solution leads to instable system behaviour due to oscillations between a higher and a lower congestion level. Compared to earlier models, we have incorporated a more sophisticated bitrate threshold based congestion detection mechanism, and we use four congestion levels as opposed to only two levels, but these improvements did not help to avoid oscillations. Further, we have also incorporated a more diversified traffic model, and a longer congestion detection interval (60s), but these aspects also did not lead to the avoidance of oscillations. 

· The CN-based solution had problems to differentiate a higher number of traffic classes in an efficient way, due to the fact that diversified targets for more traffic classes led to a higher level of oscillations.

CN-based solution has no good way to appropriately set the CN bitrate shaping parameters according to the momentary RAN conditions, which is the main difficulty in achieving good performance. Hence the shaping may be either to a too low bitrate resulting in oscillating behaviour, or the shaping may be to a too high bitrate resulting in insufficient congestion mitigation which does not fulfil the operator targets. 
Note that the simulations used a simple single cell model with constant capacity without modelling the highly variable radio channel conditions. When radio channel model and multi-cell structure is added to the evaluation, the advantage of the RAN-based solutions is expected to be even higher since only the RAN-based solutions can take into account and optimize for the very quickly varying RAN conditions.
Proposal
It is proposed to document the performance analysis in an appendix of TR 23.705.
It is proposed to take the results into account for the evaluation of the UPCON solution options. 
� In this figure and in subsequent similar figures the simulation measurements are interconnected by lines; but it should be noted that congestion levels between 0 and 1 are not to be considered, as the system is assumed to be in no congestion state at level 0 when congestion level1 targets are satisfied.





3GPP

SA WG2 TD


