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Introduction

The paper discusses the two main UPCON solution options for RAN user plane congestion management: RAN-based and CN-based alternatives. This paper focuses on the overall properties of the two main solution families without going into the specifics of the various sub-solutions within each family of solutions. A number of general issues are identified for the CN-based solution, which are listed below. Issues that are specific to the CN-based congestion reporting approaches are discussed separately in S2-134011. Performance related aspects are analysed in more detail in S2-134012. 
RAN-based solutions

RAN-based solutions conform to the today’s functional split between RAN and CN and build on the principle that the CN indicates the intended handling of the traffic flows to the RAN, which is then executed in RAN during congestion situations. RAN-based solutions can use a combination of mechanisms including scheduling, AQM and other radio resource management actions for differentiated QoS treatment during congestion. These RAN mechanisms are well-known and have a body of research, development and operational experience behind them, while they continue to be improved further. 
RAN mechanisms may utilize the existing bearer approach with enhancements; or additionally per-flow granularity traffic differentiation solutions have also been developed as part of the UPCON work using packet marking, which give an additional degree of flexibility and operational simplicity to RAN-based approaches.  
CN-based solutions 

CN-based solutions introduce congestion handling functionality to the CN on top of the already existing congestion handling in RAN. The different CN-based solution variants differ in the way the congestion level information is being reported from the RAN to the CN, but in all variants the criteria for detecting RAN congestion is undefined, and the CN action in response to the congestion level information sent from the RAN is also undefined. Without any description or any example about how the solution would actually work, it is impossible to judge the quantitative impact it has on system performance. Nevertheless, the overall concept gives rise to a number of concerns as listed below. These concerns can be grouped into performance related issues, co-existence issues with RAN mechanisms and standardization issues. 
Performance concerns

· Limited information. CN-based solutions need to act on limited information that is sent from RAN to CN. The RAN has a full view of the resource situation which is highly dynamic due to varying radio channel conditions, changing traffic patterns and user mobility. The CN-based solution tries to capture the state of the RAN by a single scalar congestion level to base CN actions on. This inevitably leads to significant loss of information, no matter which time-scale is considered. CN mitigation actions based on such limited information may be very inefficient compared to RAN based solutions which have the full view of the RAN state.
· Averaged and delayed information. The information sent from RAN to CN is necessarily averaged and delayed, because it is not feasible to perform signalling on a time-scale that is short enough to avoid the need for averaging in the RAN, which then automatically introduces a delay. Hence, the CN cannot follow the quick changes in the RAN. As the CN does not have up to date information of the congestion situation in RAN, it may throttle packets too aggressively based on outdated information leading to the underutilization of the radio resources. Similarly, the CN may throttle too little based on outdated information, which may make the congestion mitigation inefficient and potentially it may miss its purpose. 
· No mechanism for setting CN throttling parameters. The CN could set the throttling parameters arbitrarily, but no approach has been shown which could properly map the congestion level information from RAN into actual bitrate shaping parameters. Since the CN cannot have accurate information about the currently available capacity in the RAN and the CN does not have information about the momentary user and traffic mix, it is difficult to determine how much to throttle traffic in the CN. Again, throttling traffic too aggressively in the CN results in under-utilization of resources; throttling traffic too conservatively makes the mitigation action inefficient. 
· Sensitivity to traffic and radio fluctuations. It has been suggested that the CN parameters may be set based on measurements of the actual traffic mix. It is not clear however how this can lead to a robust way of parameter settings. Data traffic is well known to show bursty behaviour over all time-scales. Even if the long-term average statistical properties of the traffic are known, the distribution of traffic at a given instant of time is highly variable. If the parameter settings are optimized for a given traffic distribution only, these settings can still be inefficient due to short-term fluctuations in the bursty traffic patterns, and also due to unpredictable fluctuations of the radio channel. 
· Oscillating feedback loop. A feedback control system with delay in the feedback loop and using a scalar as the feedback may result in oscillating behaviour between a higher congestion level with more strict CN traffic throttling rules and a lower congestion level with less strict CN traffic throttling rules. Simulation results shown in S2-133397 have confirmed the risk of oscillations, and the results indicate that the oscillations are hard to avoid without making the mitigation actions ineffective. The oscillations cause the system to become instable posing a high operational risk for the operator and making the system performance sub-optimal and unpredictable. 
· Inconsistent congestion handling. A single RAN resource such as a cell may be managed by multiple independent PGW or PCRF entities in the CN, some of which may even be at a different PLMN for roaming subscribers. With separate un-coordinated management of different subsets of users of the same RAN resource, it is not clear how consistency can be achieved. 
Co-existence issues with RAN mechanisms

There is a concern that the CN-based congestion mitigation solution may not co-exist well with RAN congestion mitigation mechanisms that RAN uses already. Introducing congestion mitigation solutions into the CN would change the functional distribution between RAN and CN which requires careful evaluation involving both RAN and CN aspects. Co-existence concerns include the following. 
· Link adaptation selects the appropriate coding and modulation parameters based on the instantaneous channel conditions. There may be orders of magnitude difference between the radio resource consumption for the different link adaptation states depending on the radio channel. Link adaptation significantly reduces the amount of radio resource consumption for users with sufficiently good channel conditions even if they have high traffic. 
A CN-based mitigation action introduces traffic throttling actions independent of the radio channel conditions of a given user. This has the consequence that the CN may throttle traffic flows for which the RAN can efficiently handle the congestion situation itself using link adaptation. This effectively negates the link adaptation gain for these flows, which can lead to significant performance degradation independent of which time-scale is used for CN mitigation actions. 
· Parallel execution of RAN and CN traffic differentiation. Multiple bearers with different QCIs may be set up to achieve differentiated treatment in the RAN. With CN-based congestion mitigation, another mechanism is introduced to perform differentiated treatment in the CN. Both RAN and CN based traffic differentiation mechanisms would follow a dynamic algorithm impacting the amount of resources allocated to a given bearer. As both algorithms run in parallel, the CN actions may change the resource distribution in RAN; and similarly the RAN based differentiated treatment may impact the actions in the CN. So neither the RAN nor the CN traffic differentiation may achieve its target. It is not clear how the RAN and CN traffic differentiation mechanisms running in parallel would result in a well-defined and predictable behaviour for the overall system. 

· RAN load balancing may not work well together with CN-based congestion mitigation due to the oscillating behaviour that can result from CN-based solution. RAN load balancing is a dynamic control mechanism that is used to even out the load between neighbouring cells by adjusting handover trigger conditions. As the CN-based mitigation may start and stop traffic throttling of different flows, the overall traffic may fluctuate in each cell in an unsynchronized way. This type of fluctuation is very different from traffic changes resulting from human behaviour, as it originates from an automated mechanism that can toggle the bitrate of some traffic flows on and off continuously for a longer period of time. This may lead to periodic changes regarding which cell has higher load compared to its neighbours. The RAN load balancing can consequently go into an oscillating mode where a set of UEs are handed over back and forth between neighbour cells. The RAN load balancing may work on a longer timescale (~1 minute depending on the implementation) that is similar to the time-scale where CN-based congestion mitigation is expected to operate, increasing the likelihood of synchronized oscillations between the two dynamic control loops. Such synchronized oscillations between RAN load balancing and CN-based congestion mitigation pose a threat to the stability of the system, and may lead to highly inefficient mode of operation, creating waves of UE handovers as well as radio link failures during cell contracture and expansion for load balancing. 
· Inter-cell interference cancellation may work less efficiently as a result of the oscillating behaviour resulting from the CN-based solution, because the interference levels would change with the fluctuation in user traffic. This may lead to periodic changes in the almost blank subframe (ABS) pattern, which is a pattern that needs coordination within a wide neighbourhood and should therefore not be changed frequently. This is a very inefficient mode of operation. 
· SON mechanisms may not converge. As the CN-based mitigation introduces fluctuations in the traffic pattern, SON mechanisms such as switching cell capacity on/off based on load for energy savings  may follow the traffic fluctuations leading to periodic reconfigurations of RAN, which may lead to connection failures and that is very inefficient. A similar example is where new cell configurations (e.g. configurations with higher density cells) are dynamically selected to meet traffic demand. Such procedures are the result of statistics collections over timescales that can be of the order of minutes, i.e. similar to CN based mitigation periods. Any change in cell footprint (such as cell activation) may have repercussion on a wider neighbourhood performance, hence destabilising this process by generating traffic fluctuation may imply significant lowering of KPIs.
· Hiding of RAN cell structure from CN. UEs may be connected to multiple cells, or the UE’s cell may be hidden from the CN. RAN deliberately hides the detailed cell structure from the CN to keep the system complexity low using modular structure, which helps both standardization and network operation.  Consequently the CN may not be aware of all the cells serving the UE and how resource usage is distributed between the cells and therefore it may not be possible to trigger traffic reduction actions in a consistent way for all the UEs that contribute to the cell congestion.
It is up to RAN control mechanisms to determine the appropriate cell where the UE should consume resources in cases such as WCDMA soft handover, LTE small cells or carrier aggregation mechanisms. The cell information that the RAN provides to the CN as part of the ULI function does not necessarily reflect the cell from which the UE is consuming resources. The RAN may efficiently handle congestion by selecting the appropriate cells for the UE. CN-based traffic throttling may however negate the gain that could be achieved in RAN since CN traffic throttling cannot take into account RAN’s decisions, and so the CN could throttle flows for which congestion could efficiently be handled by RAN. The CN based mitigation therefore may not co-exist efficiently with RAN’s cell selection mechanisms. 
Standardization issues 

· Problematic to standardize a proprietary solution. It is not clear why the signalling from the RAN to the CN should be standardized when the RAN congestion detection criteria as well as the CN mitigation criteria are undefined. From the implementation point of view, most of the R&D effort would need to be put into how these RAN and CN criteria are to be implemented. The implementation of the actual signalling to carry the messages is considered a much simpler task given that implementations already have a number of mechanisms to handle signalling which can be re-used. As the bulk of the proposed solution is proprietary, no significant gain is seen with standardizing the solution. Picking one of the options for congestion reporting to be standardized is difficult without an understanding about how the overall solution works, and the choice is likely to be sub-optimal for some operators depending on how the solution is intended to be used. Furthermore there is no gain in interoperability, which is the main purpose of standardisation. This is because different implementations will report congestion indication in their own design specific way and the core network may react to such indications in a way that is uncorrelated from the RAN expectations. 
· Difficulty to introduce future enhancements or corrections. If the CN-based solution is introduced without a clear understanding of how it is intended to work, it will be difficult to add future enhancements. Once implementations are developed and deployed, there will be no way to converge on a single specified solution. Divergent implementations are likely to remain, making it hard to introduce any standardized improvements or corrections in the future. 

· No clear responsibilities for system performance issues. With both RAN and CN having functions to address the resource allocations in congestion situations, it will not be easy to find out which entity is responsible in case there are performance issues. Roles and responsibilities between RAN and CN become blurred as the CN based solution leaves both RAN and CN behaviour undefined, so any implementation can claim compliance to the specifications. Having such an unclear distribution of responsibilities is especially problematic in cases of network instabilities or user plane performance degradation that may result from the CN-based delayed feedback control system.  In the latter cases interoperability tests will not be able to reveal which part of the system is malfunctioning because the standard does not specify a node/function behaviour and therefore any behaviour is plausible.
Proposal
Based on the concerns highlighted above, it is proposed to further investigate the feasibility of CN-based solutions and it is proposed not to progress them into the 3GPP standards at this point. 
It is proposed to progress RAN-based solutions into the specifications. 
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