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In consideration of the RAN LS response to SDDTE solutions 5.1.1.3.1-3 in S2-133185/R2-133033 in addition to the past SA2 analysis, it is proposed to also eliminate solutions 5.1.1.3.1, 5.1.1.3.2 and 5.1.1.3.3 for Key issue 5.1.1 for this release. 

 Discussion

As of SA2 #98 each remaining solution conclusion for “Efficient Small Data Transmissions” in TR 23.887 section 5.1.1 had four or more sustained technical objections.  Additionally the outstanding RAN2 LS response has now been received for SA2 #99.    While each solution under 5.1.1 has documented benefits, each solution also has documented drawbacks.  From a RAN perspective, the most recent feedback in LS R2-133303 had additional drawbacks (also documented in the RAN2 MTCe study in TR 37.869).   

RAN2 from their last meeting concluded their MTCe study in TR 37.869, including input from RAN3. Therefore RAN2 sent this LS response to SA2: S2-133185/R2-133033 “Reply LS on requesting further input on MTCe solution 5.1.2.3.1”

In this LS response they clearly spell out these drawbacks for c-plane solutions:

Considering the SDDTE solutions defined in clauses 5.1.1.3.1 and 5.1.1.3.2 of TR 23.887v1.1.0, RAN2 reached the following conclusions (applicable to both alternatives in 5.1.1.3.1 and 5.1.1.3.2):

The solution could lead to noticeable performance improvements on both the radio and the S1-MME interfaces only in very specific use cases, specifically only when all the following conditions are fulfilled:
•
The solution is used for the transmission of ‘isolated’ bursts of packets, which means that the transmission of a bursts of packets is followed by a relatively long inactivity period (e.g. at least one minute). If the inter-arrival time of the packet bursts is shorter, then this solution would provide worse capacity than legacy solutions as it is more efficient to keep the UEs in RRC connected mode.

•
The packet burst is made of maximum 2 packets (in total, i.e. considering both UL and DL packets). If more packets are sent in a burst, the solution would again provide worse capacity than legacy solutions on both the radio and the S1-MME interfaces (as this would require the set up / release of a RRC connection for each packet pair).

•
The packets are ‘small’ in size (e.g. in the order of hundreds of bytes), otherwise (i.e. > 1Kbytes per UL/DL message) the gain over the radio would be lost. And although there would be a reduction in the number of messages on the S1-MME interface, there would be an increase in the size of such S1 messages.

RAN2 would like to point out that – should this solution be defined - it would be essential to ensure that only traffic matching these characteristics makes use of such a solution, since the use with other traffic patterns would result in capacity and performance loss. So the UE would need means to distinguish such traffic unambiguously. 

The impact of handling user plane traffic in the control plane of an eNB (or of handling ciphering and buffering in the MME) has not been studied in depth, but there are some concerns that network nodes were not dimensioned for such kind of use. There is also impact on the eNB for special handling of this SRB1 in terms of prioritisation.  

RAN2 would also like to point out that concerns have also been raised on how much overall gain can be achieved with this solution as this would largely depend on the share that such traffic (small and rare) has on the overall load. As evaluation has shown, existing solutions can handle several hundred thousands of UEs per cell generating these traffic patterns (if there is no other traffic in the cell). 

RAN2 has not specifically discussed the solution defined in clause 5.1.1.3.3; however, if this solution is expected to transfer user data via SRB1 using the RRC Connection Setup Complete and RRC Connection Release messages, the above observations for the alternatives in 5.1.1.3.1 and 5.1.1.3.2 may also apply for the one in 5.1.1.3.3.[SDS/T5 – editor remark]
In view of the above, there is concern that any potential benefits of these solutions are not groundbreaking and they require a lot of infrastructure to police behaviour of traffic sources or, alternately, there may be an adverse impact on the network rather than a benefit. It is also pointed out that current network design assumptions may have to be reviewed as C-plane may be offered more load were these methods of sending data become popular with application developers. In particular SDS/T5 would require definition of an SMS-like delivery infrastructure with related roaming interfaces, as so far it has been characterized as a non IP small messaging services akin to SMS but with a message size approximately 7 times greater. This is hardly removing load from C-plane if for any reason there was a transition from IP transmission on user plane to c-plane transmission over SDS service. 

The objective of the Rel.12 WID for MTCe SDDTE is to support transmissions of small amounts of data with minimal network impact (e.g. signalling overhead, network resources, delay for reallocation), especially considering the rapid increase in M2M and smartphone devices sending small amounts of data. In the specific case (but not limited to) of smartphones it seems quite difficult to predict any traffic pattern of applications or to restrict applications. So there is a real possibility these solutions end up to being in fact a detriment more than a benefit to the system.
The following points need to be considered when determining if a control plane solution is viable for the increasing number of devices transmitting small data. 
-
One of the key core network evolutions for LTE/EPC is the separation of the User Plane (SGW/PGW) from the Control Plane (MME).  This evolved architecture should be maintained.  3GPP system fragmentation with several data paths (IP data path over DRBs, SMS data path over SRB2, NAS PDU small data path over SRB1) would fragment the 3GPP system and make it more costly and difficult to use. With several data paths, it is also more complex for the UE/applications to determine which path to use and how to transition between paths and additional UE impact to transfer user data over SRB1 in terms of inter-layer interactions and encapsulation.

-
Key motivators for the start of the 3GPP M2M/MTC study and WID was “a potentially very large number of communicating terminals” and “The present document identifies potential requirements to facilitate improvements in M2M communication and the more efficient use of radio and network resources.” [source 22.868]. In Release 10, it was recognized that signalling overload caused by the high number of devices with MTC applications accessing the network was the highest priority enhancement to address.  Enhanced Access Barring, along with additional RAN and CN overload procedures were specified to control the signalling load.  Therefore, any small data enhancement should be further offloading control plane signalling.  Instead, the signalling load over the control plane is increased by the load of the user data in these proposals
-
With DL data sent via the control plane, the MME would have to buffer DL data while the UE is being paged. Buffering data is not a function of the MME. If there is a surge in DL data, as M2M applications have been known to do, then there will be large amounts of DL data to buffer (or increased signalling for retransmissions with the node where the data is buffered).  This would be further exacerbated if mixed with some of the proposed power savings solutions such as the Power Saving Mode or extended long DRX times.

-
The proposed control plane solutions are proposed only for infrequent small data.  It will be difficult to control “infrequent” and “small data” use by applications and a solution limited to infrequent and 1KB, is not very future proof.  SA1 has estimated small data to be 1 kilobyte. Other industry M2M reports estimate multiple kilobytes for small data transmission. Additionally, many applications are known to have bursty traffic, e.g., 6 to 10 packets.  M2M data trends predict the number of M2M devices will grow rapidly and as applications get more sophisticated, the data transmitted per device will be increasing. Therefore, a solution that is limited to infrequent transmissions of 1 kilobyte is not designed to handle M2M data trends.  [Reference: Mobile Broadband Connected Future: From Billions of People to Billions of Things, Yankee Group (4G Americas):

“Most consumer M2M devices place far less strain on cellular networks. For instance, e-readers will only transmit 300 KB of data for every e-book download. And both tracking devices and mHealth monitors only transmit kilobytes of location or vital sign information. Most enterprise M2M devices have similar data requirements. Fleet management applications transfer kilobytes of location and cargo information, and connected vending machines send minimal data on stock-outs. What’s more, enterprise M2M deployments do not necessarily demand real-time network connectivity: Batch transmissions suffice for many remote-monitoring applications. Although enterprise M2M applications will demand greater data throughput in the future, their throughput requirements will never match those of computing devices.”]
-
With control plane data transmission, application QoS is not handled as well as user plane. Currently there is low and normal access priority which provides some level of overload control but not as robust and granular as user plane QoS. The RAN can pre-empt bearers that have lower priority when new bearers with higher priority need access. This capability is not provided with control plane transmission of user data. If small data is sent over SRB1 it will be given the same priority as NAS mobility and session management signalling.  If there is overload the MME can’t request the eNB to throttle RRC connections for this type of data unless MME NAS signalling messages are also throttled since data is sent as a NAS message.

-
Use of reliable high priority control plane to carry delay tolerant and non-critical data is not efficient. Control plane data transmissions will be more resource intensive on the core network than Service Requests and TAUs.  Core network activities required by a UE such as TAU may be rejected if the network becomes overloaded from a surge in control plane user data transmissions.

-
The transfer of data via the serving nodes (MME/SGSN) for a potentially huge number of devices would have deployment and platform impacts, or even require adding more control plane capacity in the core (which in the first place seems to be counter to the objectives of the Work Item)

-
The transfer of data via the control plane (SRB1) would have significant UE impacts, and would potentially eliminate economies of scale if it is only used for M2M devices only. SMS is implemented in all UEs today and fulfil most of the use cases and will need to be there as a "fall back solution" for many years therefore adding another solution for sending "infrequent small data" would add to implementation complexity. This complexity would be further exacerbated for multimode devices from the fact that different RATs may support different mechanisms

-
New user plane capabilities that are being introduced and important to operators, such as Application Based Charging and additional User Plane Congestion management functionality, cannot be applied when sending user data over the control plane. 

Proposal

In view of the concerns expressed by RAN2 and their response LS to SA2 and documented in TR 37.869, drawbacks included in TR 23.887 for the control plane solutions, sustained technical objections from SA2 #98, and also further information provided in this paper, it is proposed to no longer take time to develop solutions 5.1.1.3.1, 5.1.1.3.2 and 5.1.1.3.3 for key issue 5.1.1 in this release. The above points should be captured in the evaluation as proposed below.
First Change
5.1.1.4
Overall evaluation

The following points need to be considered when determining if a control plane solution (e.g., 5.1.1.3.1, 5.1.1.3.2, 5.1.1.3.3) is viable for the increasing number of devices transmitting small data. 
-
One of the key core network evolutions for LTE/EPC is the separation of the User Plane (SGW/PGW) from the Control Plane (MME).  This evolved architecture should be maintained.  3GPP system fragmentation with several data paths (IP data path over DRBs, SMS data path over SRB2, NAS PDU small data path over SRB1) would fragment the 3GPP system and make it more costly and difficult to use. With several data paths, it is also more complex for the UE/applications to determine which path to use and how to transition between paths and additional UE impact to transfer user data over SRB1 in terms of inter-layer interactions and encapsulation.

-
Key motivators for the start of the 3GPP M2M/MTC study and WID was “a potentially very large number of communicating terminals” and “The present document identifies potential requirements to facilitate improvements in M2M communication and the more efficient use of radio and network resources.” [source 22.868]. In Release 10, it was recognized that signalling overload caused by the high number of devices with MTC applications accessing the network was the highest priority enhancement to address.  Enhanced Access Barring, along with additional RAN and CN overload procedures were specified to control the signalling load.  Therefore, any small data enhancement should be further offloading control plane signalling.  Instead, the signalling load over the control plane is increased by the load of the user data in these proposals

-
With DL data sent via the control plane, the MME would have to buffer DL data while the UE is being paged. Buffering data is not a function of the MME. If there is a surge in DL data, as M2M applications have been known to do, then there will be large amounts of DL data to buffer (or increased signalling for retransmissions with the node where the data is buffered).  This would be further exacerbated if mixed with some of the proposed power savings solutions such as the Power Saving Mode or extended long DRX times.

-
The proposed control plane solutions are proposed only for infrequent small data.  It will be difficult to control “infrequent” and “small data” use by applications and a solution limited to infrequent and 1KB, is not very future proof.  SA1 has estimated small data to be 1 kilobyte. Other industry M2M reports estimate multiple kilobytes for small data transmission. Additionally, many applications are known to have bursty traffic, e.g., 6 to 10 packets.  M2M data trends predict the number of M2M devices will grow rapidly and as applications get more sophisticated, the data transmitted per device will be increasing. Therefore, a solution that is limited to infrequent transmissions of 1 kilobyte is not designed to handle M2M data trends.  [Reference: Mobile Broadband Connected Future: From Billions of People to Billions of Things, Yankee Group (4G Americas):

“Most consumer M2M devices place far less strain on cellular networks. For instance, e-readers will only transmit 300 KB of data for every e-book download. And both tracking devices and mHealth monitors only transmit kilobytes of location or vital sign information. Most enterprise M2M devices have similar data requirements. Fleet management applications transfer kilobytes of location and cargo information, and connected vending machines send minimal data on stock-outs. What’s more, enterprise M2M deployments do not necessarily demand real-time network connectivity: Batch transmissions suffice for many remote-monitoring applications. Although enterprise M2M applications will demand greater data throughput in the future, their throughput requirements will never match those of computing devices.”]
-
With control plane data transmission, application QoS is not handled as well as user plane. Currently there is low and normal access priority which provides some level of overload control but not as robust and granular as user plane QoS. The RAN can pre-empt bearers that have lower priority when new bearers with higher priority need access. This capability is not provided with control plane transmission of user data. If small data is sent over SRB1 it will be given the same priority as NAS mobility and session management signalling.  If there is overload the MME can’t request the eNB to throttle RRC connections for this type of data unless MME NAS signalling messages are also throttled since data is sent as a NAS message.

-
Use of reliable high priority control plane to carry delay tolerant and non-critical data is not efficient. Control plane data transmissions will be more resource intensive on the core network than Service Requests and TAUs.  Core network activities required by a UE such as TAU may be rejected if the network becomes overloaded from a surge in control plane user data transmissions.

-
The transfer of data via the serving nodes (MME/SGSN) for a potentially huge number of devices would have deployment and platform impacts, or even require adding more control plane capacity in the core (which in the first place seems to be counter to the objectives of the Work Item)

-
The transfer of data via the control plane (SRB1) would have significant UE impacts, and would potentially eliminate economies of scale if it is only used for M2M devices only. SMS is implemented in all UEs today and fulfil most of the use cases and will need to be there as a "fall back solution" for many years therefore adding another solution for sending "infrequent small data" would add to implementation complexity. This complexity would be further exacerbated for multimode devices from the fact that different RATs may support different mechanisms

-
New user plane capabilities that are being introduced and important to operators, such as Application Based Charging and additional User Plane Congestion management functionality, cannot be applied when sending user data over the control plane. 

-
Per RAN WG2 LS in R2-133303, Control Plane solutions will have improvements only in very specific use cases (isolated bursts, maximum 2 packets, and packets are small) so it will be essential to ensure only traffic matching these characteristics use this type of solution.

-
RAN2 also questions how much overall gain can be achieved with this solution as this would largely depend on the share that such traffic (small and rare) has on the overall load. As evaluation has shown, existing solutions can handle several hundred thousands of UEs per cell generating these traffic patterns (if there is no other traffic in the cell).
Editor's note:
Use this section for evaluation of key issues.

Editor's note:
It is FFS how user plane based solutions will support small data charging aspects, and subscription aspects.

Editor's note:
It is FFS how user plane based solutions can efficiently support MT small data messaging when the SCS/AS is behind a NAT or Firewall.
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