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Abstract of the contribution: Evaluates the solutions proposed for EPC-level discovery
1. Introduction
In TR 23.703 there are two different types of solutions for discovery: direct discovery and EPC-level discovery. This contribution evaluates the solutions proposed for EPC-level and proposes a way forward for EPC-level discovery.
2. Analysis of proposed solutions

As EPC-level discovery is defined "a process by which the EPC determines the proximity of two ProSe-enabled UEs and informs them of their proximity ", this type of solutions do not involve any direct radio signalling between the UEs and purely determine the proximity by using different forms of location matching. 

· D4 is using OMA SUPL 

· D5 is using LCS interface via IMS Presence or a new IMS AS

· D15 is using location reporting via HSS

In order to evaluate the above solution we ask the following questions:
2.1. Is location matching "good enough" to accurately determine proximity? 

Solution D15 relies on eNB reporting location its cell-id (ECGI) when the UE goes to RRC_CONNECTED and therefore the granularity of determining accurate proximity info will be limited to cell level. Cell ranges vary quite a lot from few meters to a few kilometres. This is a quite significant variation that would make the proximity non-deterministic and does not provide the ability to the operator to change that.
Solutions D4 and D5 rely on "existing" location services (SUPL or LCS). These solutions potentially allow more granular location information to be reported but this would depend on external location sources. For a roaming UE with SUPL, the Home-SLP will typically not be able to provide good assistance data (AD) such as information on nearby WiFi AP locations, information for OTDOA or E-CID. A consequence is that while accurate location will normally be possible outdoors, there will significant problems indoors – e.g. location errors may be few hundred meters or higher (see [1]). 

Observation 1: Determining UE proximity information only by performing location matching cannot always be sufficiently accurate
2.2. How does it compare with direct discovery, performance wise?
Here we compare EPC-level discovery with direct discovery based on two metrics: 

- UE power consumption
- Resource consumption

The simulation parameters and methodology are presented in the Annex.

To simulate discovery model proposed in D4, we made the following assumptions:

1. Each requesting UE will ask the ProSe server to look for a set of target ProSe peer-ids (the actual number of targets depends on its probability of interest (POI)). As a result, each of the target UEs will be paged by ProSe server and report its location to the ProSe server via SUPL, 
2. The system will set a maximum discovery period T (e.g. 300 seconds). During this period, if a UE found all its targets in the ProSe range (defined by the operator), the request would be accomplished and location reporting would stop. Otherwise, both the requesting UE and the target UE shall maintain active connection to the ProSe server and report location updates as necessary. The discovery procedure and associated location reporting will stop after T. 
The first comparison is about the power consumption. In EPC-level, there is a constant factor of power drain from using GPS unit, which results in much higher power consumption than the direct discovery design, as agreed in RAN1 WG simulation model (see [6]). Even if we discounted the GPS power consumption (e.g. additional computation power involved), the following analysis shows that the power consumption resulted from signalling is still higher in EPC-level discovery. 
The simulation results are presented in Figure 2. By varying probability of interests per cell from 0% to 10%, it can be shown that the power consumption performance for direct discovery is almost constant, but the power consumption for a UE to use EPC-level discovery keeps increasing in line with the probability of interest. 
At the 10% probability of interest, the EPC-level discovery will use 20 times more power than the direct discovery scheme. Similar trends are observed by changing the number of device UEs per cell.
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Figure 2 – Power Consumption Comparison: Direct vs. EPC-level discovery 
A second performance metric is how many over-the-air resources are needed to support the discovery operation. To make the comparison simpler, the number of RB (Resource blocks) needed per second in each cell by respective discovery scheme is used, as in typical RAN WG analysis. 

The results are shown in the Figure 3.
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 Figure 3 – resource consumption Comparison: Direct vs. EPC-level discovery 
As can be seen from the figure above the radio resource consumption performance for direct discovery is constant at a very minimum level, but the radio resource consumption for a UE using EPC-level discovery is increasing with the probability of interest. Similar comparison results can be seen by changing the number of device UEs per cell.
Observation 2: Direct discovery outperforms EPC-level in both resource and power efficiency measures.
2.3. What are the impacts on the network architecture?
The claimed advantage of the EPC-level discovery solution is that they have no or limited "specification impacts on existing RAN entities" and limited UE impacts (compared to direct discovery). However, all the solutions have quite significant impacts on several network elements: 

-D4 may require new interfaces in the H-SLP, requires a new architecture element (ProSe Server), requires interfaces to external application servers

- D5 impacts the GMLC in both VPLMN and HPLMN, requires new extensions in IMS presence server, requires interfaces to external application servers

- D15 impacts the HSS, MME, eNB, requires a new architecture element (ProSe Server), requires interfaces to external application servers
3GPP LTE location services are currently being used only/mainly for emergency services and they have never been tested in terms of their scalability for potentially quite high number e.g. millions of UEs that could be using commercial proximity services.
Observation 3: EPC-level discovery solutions impact several network nodes and require a significant number of new interfaces.
Observation 4: 3GPP location services have not been tested in terms of their scalability (see also observation 2) for the projected number of UEs supporting ProSe
2.4. Is the EPC-level discovery scalable?

The following figure shows the required signalling for supporting EPC-level discovery for a typical scenario where a ProSe-enabled application in the UE (e.g. Facebook) wants to be alerted when any “friend” comes to close proximity. This figure assumes location reporting based on SUPL.
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Figure 4 – Signalling involved for EPC-level discovery 
1. UE-A (Adam) sends a Proximity Request message that includes Adam’s Facebook identity and the Facebook identities of all his friends (or even a subset of his friends).

2. Massive signalling takes place in the network for (a) discovering the ProSe Function that corresponds to every friend, (b) sending Proximity Requests (one for each friend) to numerous ProSe Functions, possibly located in many different PLMNs, and (c) sending numerous LCS Location Reporting requests (one for each friend) in order to configure different SUPL Location Platforms (SLPs) to provide location reports for every friend.
3. An LCS Location Reporting request is also sent for getting (e.g. periodically) Adam’s location.

4. Adam and all his friends report their location. The location reports are collected by different SLPs and forwarded to different ProSe Functions, likely across different PLMNs. These location reports are ultimately forwarded to the ProSe Function of Adam (shown in the figure), which regularly calculates if any of Adam friends is in close proximity (based on the Range parameter). In many situations, most of Adam’s friends may never come in close proximity with Adam, so the network may perform a lot of signalling unnecessarily. 

5. When the Window duration expires, massive signalling is required again to keep the location reporting active for every friend.

6. When the Facebook application terminates, the location reporting keeps running until the Window duration expires again. In this case, Adam’s friends report their location for no reason. Alternatively, UE-A may explicitly send a request to cancel the Proximity Request, which will again trigger massive signalling procedures in the network.

The above figure shows the signalling procedures triggered only by a single UE that runs a ProSe-enabled application. If we multiply these procedures with the number of ProSe-enabled UEs, it becomes evident that the network load to support EPC-level discovery can become extremely large.

Observation 5: EPC-level discovery can create massive signalling in the network for activating and maintaining location reporting. Prose Functions will be required to process a large amount of location reports for calculating the potential proximity of “friends”. A large amount of inter-PLMN signalling is expected when “friends” are spread in different PLMNs. In many practical scenarios, UE applications are expected to request Proximity Alerts for a large number of “friends”, triggering massive network signalling every time the applications are started or terminated. Therefore, the EPC-level discovery is deemed not scalable.
2.5. What are the use cases specific to EPC-level discovery? 

Here we investigate some use cases that have been brought up to be "specific" to EPC-level discovery:
a) Interworking with WiFi-D

Originally D4 (and possibly D5) were proposed in order to facilitate "interworking for WLAN direct". WiFi-Direct exists in the majority of "high end" UEs today. WiFi-Direct (see [7]) has its own direct discovery mechanism that needs to be used independently. 
Furthermore in TR 23.703, in case optimisations for using WiFi-Direct are needed, there are solutions proposed (W2 and W3) that facilitate interworking with WiFi-Direct without the need for EPC-level discovery but relying on direct discovery instead. EPC-level discovery is therefore not a pre-requisite for interworking with WiFi-Direct
Observation 6: EPC-level discovery is not a pre-requisite for interworking with WiFi-Direct
b) Use for operators that do not deploy LTE direct discovery

Over-the-top (OTT) discovery solutions exist in the field today(Foursquare [3], Google Places [4],or VZ Navigator [2].). Most of the "over the top" solutions rely on UEs directly reporting location information to an "Application Server" that either belongs to a 3rd party or to the operator. These solutions normally use existing OS APIs to report location info (do not rely on 3GPP location) and are able to use a variety of location sources e.g. WiFi, A-GPS etc. The architecture and integration of these existing mechanisms is rather simpler than the proposed EPC-level discovery solutions. 
Observation 7: Existing over the top solutions present fewer network impacts compared to EPC-level discovery.
c) Prelude to LTE direct discovery

One other use case that was discussed is that EPC-level discovery can be used as a prelude of LTE direct discovery. It needs to be analysed whether direct discovery would need to be complemented by EPC-level discovery and whether any significant gains can be achieved in terms of power efficiency and resource consumption by introducing EPC-level direct discovery in parallel to direct discovery. 

This evaluation cannot be performed until RAN completes its work on direct discovery in order to be able to assess whether EPC-level discovery can be bring any tangible performance benefits to be used as prelude of direct discovery procedure.

Observation 8: It is not possible to assess whether EPC-level discovery as a prelude to direct discovery can provide any tangible performance benefits. This assessment can be therefore performed only after rel.12.
3. Proposal

It is proposed SA2 not to pursue further EPC-level discovery solutions and capture the following text in TR 23.703. 
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7
Evaluation 

Editor's Note: this clause contains the overall evaluation of various solutions.
7.x
Evaluation of EPC-level discovery solutions
[…]

EPC-level discovery solutions (e.g. #D4, #D5, #D15) present the following drawbacks: 








-  Determining UE proximity information by only performing location matching cannot always be accurate due to variation in the accuracy of location detection e.g. indoor vs. outdoor. The benefit depends on the use case. EPC-level discovery can save UE battery and radio resources in use cases where the UEs begin the proximity request time period outside proximity;

-  EPC-level discovery can create signalling in the network for activating and maintaining location reporting. Signalling load can arise also across inter-PLMN interfaces.
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Annex
Simulation methodology

The assumptions for this study are derived based on the simulation model specified in RAN1 TR (TR 36.843 [6]). For the sake of clarification, we list major simulation parameters as below:

· Number of cells in a discovery area ( e.g., a city): 7

· Cell Size: 288m (ISD (Inter-Site Distance) is equal to 500 meters)
· Discovery radius : 200m
· Number of UEs per cell: 150 (max) 10 (min)
· Fraction of mobility UE: 100% 

· Probability of Interest (matching probability between two UEs): varying from 0.01% to 10%
For Direct discovery, the following parameters are assumed:

· Number of RBs per sub frame: 44 (out of 50 RBs for 10MHz LTE spectrum)

· Number of sub frames per discovery cycle: 29 sub frames

· Peer discovery cycle: 10 seconds 
For EPC-level discovery, the following parameters are used in the evaluation:

· Paging Period (DRX): 2.56 second
· Paging ON time: 1 sub frame

· DRX Inactivity Timer: 200ms
Here, we model the EPC-level discovery as a targeted search for each individual target, not a general query mechanism. In other words, the request in the target discovery process is more like a query of “are you there?”.  For example, for 20 facebook friends, a ProSe User may check the ProSe feasibility of each of the target facebook friends one by one, resulting to 20 requests instead of one request. And those requests cannot be combined because discovery is a spontaneous process in which UE may request for different targets at different time. In the simulation process, we condense the request initiation processes in a short time period (labelled as search initiation stage) for the convenience of calculation. But in reality, the searches for the targets will be spread in the time domain, and shall not be combined as a single request to the ProSe server in EPC.
Hence, the EPC-level discovery procedures proposed in D4 are modelled as a two-stage process as described below: 
1.
Search initiation stage. This stage ends when every “target” is paged and the target location is retrieved. Server will notify some lucky UEs about the success if all its targets are in proximity. 

2.
Periodic location reporting stage. For all UEs whose targets are not yet in range, the location report is triggered periodically. Gradually, less and less UEs will need to report location, as more lucky UEs will found the all its targets in this discovery cycle due to node mobility. This stage will end after a fixed period (set either by user or network) because the request/response procedure cannot wait forever.

An approximated mathematic analysis is given as follows:

Let’s still assume the system has M*N users (M is number of cells, N is devices per cell), and POI (probability of interest) is p. 

1.
At the 1st phase, All UEs (within a city) will initiate “req/rsp” procedure to ProSe server for the targets, based on the prob. of interest. The total number of targets is (MN)2p.  At this initial stage, each of such a target will trigger a transaction which involves communication among initiator UE, server and target UE. Such a transaction cost C RBs. Thus, the total cost is (MN)2pC. Because this is an asynchronous process the cost cannot be reduced by combining the requests.

2.
When the request is made, some targets may be found in range, but some of the targets may be out of discovery range. This is based on a probability of success = q. The total remaining number of targets is now reduced to (MN)2p(1-q). UEs that do not need to be involved in the remaining search stop here, e.g. either a target UE which is not of interest of any other UEs, or a discovering UE which has already found all of its targets)

3.
From this time on, the remaining L UEs (L<M*N) have already established SUPL session to the Server. Therefore, each UE will start a periodic procedure to report location. All remaining UEs are performing the periodic SUPL_REP which results in a cost of C/2 each. 

4.
The report is sent every discovery cycle (e.g., 10s), the cost will accumulated cycle by cycle as L*(C/2) + L(C/2)(1-q)  + L(C/2)(1-q)2 + L(C/2)(1-q)3+ …..

The numerical results show that the cost in the first stage is the dominant factor. Hence, optimizing the 2nd stage operation (e.g., by skipping location reports or location-related transactions when two UEs are unlikely to be in ProSe range) does not improve the EPC-level performance fundamentally.

The signalling diagram for the 1st stage is presented in Figure 1.
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Figure 1 –EPC-level Discovery Signalling Flow Example
In the signalling diagram, the location related transactions (with both UE A and UE B) are supposed to use SUPL signalling. For those message exchanges, there are two possible cases:
1. New SUPL session establishment. (used for Initial handshake as shown in Figure 1)
2. Periodic Triggered SUPL reports over an existing SUPL session.  

For Uplink SUPL location reporting in second stage, we assume that the SET agent in the UE will adopt a periodic triggering mechanism to report its location updates (defined in Section 5.1.7.2 OMA SUPL TS [5]
) to the ProSe server. Hence, the cost for TCP and TLS setup and SUPL session setup are all ignored in this case, with only one exchange about SUPL reporting is included. Note that this optimization may not be applicable in certain circumstances, and such an assumption is already in favour of the EPC-level discovery approach in this comparison study
.

For Downlink notification form the match/unmatch event notifications of peers interested to a particular UE, it does not need to use SUPL mechanism. The ProSe sever will send a message contains all the match results (update) to the UE and UE will acknowledge it (over TCP or UDP protocol).   

Also note that the radio resource overhead for the TCP/TLS/SUPL session setup varies depending on some factors, e.g., number of message used for SUPL_POS exchanges. For the simulation, a very conservative estimate is used: 30RBs.
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 Figure 2 – Breakup of EPC-level Discovery Signalling in Uu interface (UL and DL example) 
Based on the above timeline breakup, the following ON time tally for a UE to send/receive UL/DL messages are listed below:

· Total Downlink Notification ON time: 357ms 

· Total Uplink Notification ON time:380ms

· Total ON Time for the initial Request/Response procedure illustrated in the figure above is 780ms.

· Total number of Resources Used for Initial Request/Response (for both Initiator and target UE) 100RB (*Note that the numbers for OTA resource utilization are normalized based on the UE-eNB distance in a cell)..
· Total number of Resource Used for SUPL location report transaction( with match notification/piggybacked): 22 RB

The comparative study first characterizes the power consumption for each respective approach, measured by the power consumption units for a UE in the discovery. For this measurement, we also reuse the RAN group simulation model (TR 36.843 [6]). Basically, the following assumptions about the power consumption for UE operation are used:

· Sleep power(units): 0.01 per sub frame
· TX (unit): 4 per sub frame
· Rx  (unit): 1 per sub frame
· GPS Tracking Power (units):  0.08 per sub frame
Note that in the simulation, several factors have been set in favour of EPC level discovery mechanism. However, the results still show remarkable advantages of the direct discovery mechanism. Note that there may exist further optimization methods to reduce the radio resource consumption for EPC-level discovery, but those gains may come with cost on other system aspects, e.g., computation complexity, device memory, etc). 
� Here we allow the maximal benefits of mobility to be applied to this EPC level simulation modelling to allow a completely random reshuffle of the topology so some new “discoveries” could occur. In reality, it is more pessimistic and q will become less and less. Hence, what we simulate is the “best” outcome of EPC-level discovery and the overhead of this approach is still much larger than the direct discovery approach.





� The scenario in section 5.1.7.2 of OMA SUPL TS [5] is not commonly implemented. Instead, the scenario in section 5.1.7.1 or 5.1.8.1 would probably have to be used even for roaming (though in many cases the UE/SET will not be roaming). If the UE only reports its location to the SLP at long intervals (e.g. perhaps 15 min or more), the TCP/TLS session may be torn down by the UE and need to be re-established in between successive location reports. The OMA SUPL TS [5] allows 3 possibilities: (a) maintain the TLS and TCP connections (b) tear down the TCP connection and use a fast form of TLS session re-establishment for a new TCP connection and (c) tear down and later re-establish both TCP and TLS sessions from scratch. See the start of section 5.1 and section 6.1.1.4 in the SUPL 2.0 TS for more details.





� For the periodic session in section 5.1.7.1 of [5], signalling with the SLP will be predictably periodic. For the event triggered session in 5.1.8.1, location reporting to the SLP (step L) may be less frequent than for periodic, but the UE will also need to periodically invoke UE assisted location or request assistance data for UE based location by performing steps H to J. For UE based location, the UE can avoid performing steps H to J only while current assistance data remains valid. In the case of outdoor use of A-GNSS, the validity period could be 6 hours. For indoor use of WiFi or BT or Femto based location, new assistance data could be needed every few minutes for a user who is walking since the coverage of the assistance data may be only a few hundred meters.
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