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Introduction

There is interest in deploying PLMNs with separate dedicated core networks for reasons like scaling independently for specific user or traffic types or isolating specific usage and traffic from each other. The overall model is comparable to MOCN network sharing with non-supporting UEs, also for UEs that support selection of a CN operator, when all the dedicated CNs are belonging to the same operator and there is no selection available for UE or UE user.

It is possible to deploy an MOCN for this deployment scenario, requiring that the CN operator obtains additional Mobile Network Code(s) for identifying the different dedicated CNs. Where this is not possible the network needs to manage the allocation of the UE to a specific dedicated CN.
The introduction of this deployment option is proposed as a TEI12 feature. The available resources for TEI12 features are small and call therefore for proposals proving a comprehensive and mature approach. Under this premiss we consider in this paper what additions are needed to complement MOCN functionality for enabling PLMN deployments with multiple dedicated core networks.

Discussion

The required functionality consists basically of all functions that select a CN node or that decide for routing signalling towards a CN node and some functionality for performing the initial allocation to a specific dedicated CN. Following scenarios are to consider:

1) Service Request within registered area (RA/TA/LA) when already assigned to a CN,

2) Idle mode mobility with changing registered area within same RAT when already assigned to a CN,
3) Idle mode mobility with changing registered area with RAT change when already assigned to a CN,
4)
Handover,
5)
SGW/PGW/GGSN selection,
5) Initial assignment of a UE to a CN, and
6) Determination of the wanted CN.

Service Request

As for common sharing or “CN nodes in pool” functionality the allocated temporary ID is used by the RAN selection/routing function to route a connection establishment to the CN node that is serving the UE. Once the UE got a temporary ID from the proper dedicated CN existing functionality manages that the UE is served the same node and therefore same dedicated CN.

Idle mode mobility with changing RA/TA/LA within same RAT

Like in MOCN deployments for non-supporting UEs the relevant parts from the temporary IDs are coordinated for the dedicated CNs to enable the RAN selection/routing functions to select a CN node from the same CN that was serving the UE before. For GERAN and UTRAN the NRI space is separated in a coordinated way so that the RAN selection/routing function can determine from the NRI to which CN to route a UE that needs a CN node allocation. In GERAN this functionality should already exist for handling network sharing non-supporting UE when multiple CN nodes are supported per CN operator. For UTRAN it is extending the null-NRI concept from TS 23.236 to multiple or ranges of null-NRI, specific per dedicated CN, telling the RNC from which CN to select a node for establishing a connection.

The same concept is applied to E-UTRAN. MME codes are separated between the dedicated CNs so that the selection function in eNB knows from which CN it should select an MME.

Idle mode mobility with changing the RAT

Changing between GERAN and UTRAN is already covered by above clause. With that coordination of the NRIs the UE remains within the same CN when changing the RAT.

For change between GERAN/UTRAN and EUTRAN there exists a mapping between MME codes and NRIs, introduced to avoid nodes changes during such RAT changes, which can serve also multiple dedicated CNs. I.e. this is enabled by existing functionality.
Handover
The CN node selection function of the MME and SGSN are already updated to be just configured with CN nodes from the same dedicated CN as handover targets, which was done during the course of enabling a dedicated CN for LAPI devices.
SGW/PGW/GGSN selection
Dedicated GWs are selected by subscribing specific APNs for UEs that shall be served by dedicated CNs. This accomplishes using dedicated GWs by using existing functionality and enables usage of dedicated GWs in hPLMN also when a roamed to network doesn’t provide support for dedicated CNs. Deploying a dedicated CN may also include using a dedicated PDN, which also requires using dedicated APNs.

Initial assignment of a UE to a CN

The main new functionality is for allocating a UE to one of the dedicated CNs when the UE doesn’t have a valid temporary ID from one or the dedicated CNs. The selection function in RAN cannot determine a dedicated CN for the ID presented by the UE. The selection function in RAN is configured to select a node from the dedicated CN with the lowest chance of requiring a redirect to another CN, typically the dedicated CN with the largest capacity.

The initially selected CN node performs the Attach or RAU/TAU/LAU procedure as usual and determines in addition the dedicated CN for the UE. For UEs that need to be re-directed to another dedicated CN, the CN node allocates a temporary identity that causes a transfer to the determined dedicated CN at the next RAU/TAU/LAU. It is accomplished by a temporary ID that contains a routing identifier, which causes the selection function in RAN to select a node from the dedicated CN that is configured for the routing identifier.

For GERAN/UTRAN the routing identifier is the NRI. In the style of TS 23.236 there is one null-NRI configured for every dedicated CN. During the Attach and RAU/TAU/LAU procedures the UE gets a temporary ID with the null-NRI of the wanted dedicated CN and a non-broadcast RA/LA, which is identifying the CN node holding the UE context, is assigned to trigger another RAU/LAU soon after. When performing the next RAU/TAU the selection function in RAN selects a node from the wanted dedicated CN based on the null-NRI identifying the specific dedicated CN. Existing inter CN node procedures transfer the UE context from the CN node, which is identified by the non-broadcast RA/LA, to a node from the wanted CN.

For EUTRAN the routing identifier is the MME group ID. A “null MME group ID” is configured for every dedicated CN. During the Attach and TAU procedures the UE gets a temporary ID with the null-MMEGI of the wanted dedicated CN and the MME code from the CN node holding the UE context. A non-broadcast TA or a short periodic updating timer is assigned to the UE to trigger another RAU/TAU soon after. When performing the next TAU the selection function in RAN selects a node from the wanted dedicated CN based on the null-MMEGI identifying the specific dedicated CN. Existing inter MME procedures transfer the UE context from the MME, which is identified by the null-MMEGI and the specific MME code, to an MME from the wanted CN.
Determination of the wanted CN
As the GW selection may need to base on specific subscribed APNs per wanted CN, that subscription can also guide the determination of the dedicated CN for the serving nodes. The subscribed default APN should determine the dedicated CN.
Summary and conclusion

Deployment of dedicated CNs may largely reuse existing functionality that is defined for MOCN network sharing and Iu/A/Gb/S1-flex functionality. For GERAN/UTRAN the redirection function from TS 23.236 can be extended to use more than one null-NRI, i.e. to use one null-NRI per dedicated CN. For EUTRAN a comparable redirection function needs to be introduced that uses a “null-MMEGI” per dedicated CN.
The temporary IDs are coordinated for dedicated CNs. For GERAN/UTRAN the NRIs are used specific per dedicated CN. For EUTRAN the MME codes are used specific per dedicated CN.

The selection functions in the RAN nodes are enhanced to select nodes from a specific dedicated CN under certain conditions with applying load balancing between the nodes from that dedicated CN. For GERAN it is as already specified for MOCN with non-supporting UEs. For UTRAN it happens when the UE presents an NRI that is configured for selecting a node from a specific dedicated CN or presenting an ID for which no CN is configured. For EUTRAN it happens when the UE presents an MMEGI/GUMMEI that is configured for selecting a node from a specific dedicated CN or presenting an ID for which no CN is configured.
The annexes provide an overview of the clauses from TS 23.236 and TS 23.401, which would need updates for providing this functionality.

Annex 1 – TS 23.236 clauses that would need updates
Introduction

UMTS will build on the success of GSM and is likely to become even more widespread, increasing the importance of a flexible network structure to permit the different operational configurations in which these networks will be deployed. The requirements to have a RNC or BSC controlled by a single MSC server or SGSN lead to certain limitations. Allowing the BSCs and RNCs to connect to a number of MSC servers or SGSNs increases the networks performance in terms of scalability, distributing the network load amongst the serving entities, and reducing the required signalling as the user roams.
The functionality for Intra-domain connection of RAN nodes to multiple CN nodes may be used to deploy multiple separate CNs for a PLMN, e.g. one CN for general usage and one for MTC UEs. The allocation of the UEs to the different CNs depends on UE characteristics, like certain UE capabilities or on specific subscription information. Each separate CN may scale independently in capacity and service area.

*****************************************************************************
4.4
NAS Node Selection Function

This function is used in RAN nodes and potentially in CN nodes. In the RAN node the function selects the specific CN node (i.e. MSC or SGSN) to which initial NAS signalling messages or LLC frames are routed. The NRI identifies the specific CN node. If the NAS Node Selection Function has a CN node address configured for the NRI derived from the initial NAS signalling message or from the LLC frame then this message or frame is routed to this address. If no CN node address is configured for the derived NRI or if no NRI can be derived (e.g. the MS indicated an identity which contains no NRI) then the NAS Node Selection Function selects an available CN node (e.g. according to load balancing) and routes the message or LLC frame to the selected CN node.
When multiple dedicated CNs are deployed and the NAS Node Selection Function has no CN node address configured for the derived NRI, the NAS Node Selection Function selects an available CN node from the same CN that is configured for the NRI (e.g. according to load balancing) and routes the message or LLC frame to the selected CN node. This functionality is identical to selecting a CN node for MOCN. If no NRI can be derived (e.g. the MS indicated an identity which contains no NRI) then the NAS Node Selection Function selects an available CN node from the CN that is configured as the default CN.
The pool-area has no influence on the decisions of the NAS Node Selection Function as pool-areas may overlap. The NAS Node Selection Function in the RAN node derives the NRI from the IDNNS when the MS is supported in Iu mode. When the MS is supported in Gb mode the NRI is derived from the TLLI and for A interface mode the NRI is derived from the TMSI.

NOTE:
A routing-area update after SRNS relocation is not an initial NAS signalling message, thus it is routed along the existing Iu-connection to the SGSN.

In A/Gb mode in case a MSC/VLR sends a paging-request/paging with IMSI (i.e. the paging message does not contain a TMSI), the NAS node selection function in the BSC shall upon reception temporarily store the Global-CN- ID of the node that issued the paging-request/paging message. If the NAS node selection function in A/Gb mode receives a paging-response with an IMSI then it should check the temporarily stored Global-CN-ID on entries matching this IMSI and forward the paging-response to the node identified by this Global-CN-ID.

In Iu mode in case a MSC/VLR sends a paging-request/paging with IMSI (i.e. the paging message does not contain a TMSI), the NAS node selection function in the BSC/RNC may upon reception temporarily store the Global-CN-ID of the node that issued the paging-request/paging message. If the NAS node selection function in Iu mode receives an Initial Direct Transfer message with an IDNNS derived from IMSI as a result of IMSI paging:

-
and if BSC/RNC has temporarily stored the Global-CN-ID then it should check the temporarily stored Global-CN-ID on entries matching this IDNNS and forward the paging-response to the node identified by this Global-CN-ID or

-
the BSC/RNC shall use the IDNNS derived from IMSI to select a CN node. In this case the IDNNS has a value (V) from the range 0 to 999 as defined in TS 25.331 [5]. The RAN node shall be configured to use the value (V) to select a CN node. Each value (V) corresponds a single CN node. Typically many values of (V) may point to the same CN node.

In UMTS, an MS answering a paging with IMSI includes in its response an IDNNS derived from its TMSI, if the MS has a valid TMSI. Temporarily storing the IMSI in the RNC increases the success rate to reach the MS that have both lost their TMSI and are paged with IMSI. In GSM, an MS paged with IMSI always answers with IMSI.

If the MSC/VLR initiates the paging procedure via Gs-interface the SGSN has to add the MSC/VLR-identity to the paging-request/paging message.

An MS will return an Attach Request containing the IMSI parameter as a response to a PS IMSI paging. Also, a PS IMSI paging is not time supervised from the SGSN sending the message. Therefore the RAN node receiving such a paging request does not have to buffer the associated SGSN identity. This again means that the NAS Node Selection Function in the RAN node selects an available SGSN (e.g. according to load balancing) when it receives an Attach Request containing the IMSI parameter.

*****************************************************************************

4.5
Load Balancing

Preferably, the NAS Node Selection Function in the RAN node balances the load between the available CN nodes. This is performed by an appropriate selection of the CN node for an MS which was not yet assigned to a CN node, i.e. when there is no CN node configured for the NRI indicated by the MS, when a 'random TLLI' is received (Gb-mode BSC), when no NRI can be derived or in exceptional cases, e.g. when the CN node corresponding to an NRI cannot be reached.
If the PLMN deploys multiple dedicated CNs and there is no CN node configured for the NRI indicated by the MS, the NAS Node Selection Function in the RAN node performs a load balanced-selection of a CN node from the same dedicated CN that is identified by the NRI. When no NRI can be derived or in exceptional cases, e.g. when the CN node corresponding to an NRI cannot be reached, the NAS Node Selection Function in the RAN node performs a load balanced-selection of a CN node from the CN that is configured as default CN.
The load-balancing algorithm is implementation specific.

When the NAS Node Selection Function in the RAN (or, if using Network Mode of Operation I, the SGSN) receives an indication that the MS is configured for low access priority (e.g. because it is used for Machine Type Communication), the NAS Node Selection Function may take this indication into account when selecting the CN node (e.g. to select an MSC that has a particularly large VLR capacity or an SGSN that is optimized to handle UEs configured for low access priority).

In case of handover/relocation into a pool-area a load balancing between all the target CN nodes serving this pool-area is gained by configuration. Source CN nodes which support Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured with all possible target CN nodes for each handover/relocation target. Source CN nodes which do not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes can configure only one target CN node per handover/relocation target. In this case each of source CN nodes which handover/relocate to the same pool-area may be configured with another target CN node out of all target CN nodes serving the same handover/relocation target. The mechanism for distribution of the traffic between the handover/relocation target CN nodes is implementation specific. This load balancing is complemented by the NAS Node selection Function in the RAN, which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

As more than one SGSN may send downlink data at the same time for a cell or a BVCI the total possible downlink traffic has to shared between the SGSNs as described in clause 5.3.2.

In case of CS domain subsequent handover/relocation, if the controlling MSC supports Intra Domain Connection of RAN Nodes to Multiple CN Nodes then it should check the target indicated by the serving MSC. If it is in its own pool area then the handover/relocation is handled as one back to the controlling MSC (the target MSC indicated by the serving MSC is not taken into account). If the target location is not in its own pool area then the target MSC indicated by the serving MSC is taken into account as normal (handover/relocation to a third MSC).

If the controlling (anchor) MSC is not in the same pool as target third MSC and if the controlling MSC does not support Intra Domain Connection of RAN Nodes to Multiple CN nodes, because the serving MSC can select any third MSC in the target pool area, the operator should configure the addresses of all possible third MSCs within the controlling MSC.

4.5a
Load Re-Distribution

4.5a.1
General

There are situations where a network operator will wish to remove load from one CN node in an orderly manner (e.g. to perform scheduled maintenance, or, to perform load re-distribution to avoid overload) with minimal impact to end users and/or additional load on other entities. The re-distribution procedure does not require any new functionality in the terminal, that is, all terminals can be moved.

Re-distribution of UEs is initiated via an O&M command in the CN node, which needs to be off-loaded. Additionally, when multiple dedicated CNs are deployed, re-distribution of UEs may be initiated by a CN node that determines that a specific UE should be served by another dedicated CN, e.g. during attach by a UE that was never allocated to one of the dedicated CNs or due to change of conditions that determine the association with a specific dedicated CN, like changed subscription information. The dedicated CN is determined from subscription information.
For offloading a CN node, in a first phase (a couple of Periodic LU/RAU periods long), UEs doing LU/RAU or Attach are moved to other CN nodes in the pool. In the same way specific UEs are moved to another dedicated CN. When the CN node receives the Location Update, Routing Area Update or Attach request, it returns a new TMSI/P-TMSI with a null-NRI, and a non-broadcast LAI/RAI in the accept message. When multiple dedicated CNs are deployed, there is a specific null-NRI for each dedicated CN as described below for MOCN deployments.
In CS domain the non-broadcast LAI will cause the terminal to immediately send a new Location Update, which the RAN node then will route to a new MSC due to the null-NRI. In the PS domain, a new Routing Area Update is triggered by setting the periodic routing area update timer to a sufficiently low value (recommended value is 4 seconds) in the accept message. The UE will shortly after send a new Routing Area Update that the RAN node then will route to a new SGSN due to the presence of a null-NRI.

In a second phase (PS domain specific), the SGSN requests all UEs trying to set up PDP Contexts to detach & reattach. When they reattach, the SGSN moves them as in the first phase described above.

A third phase includes scanning through remaining UEs and initiating a move of them to other CN nodes. In the PS domain UEs are requested to detach and reattach, which will cause them to be moved. In case of CS domain a new TMSI is allocated to these UEs using the TMSI re-allocation procedure (with null-NRI and non-broadcast LAI) so that a Location Update is triggered when the ongoing CM transaction ends, which will cause them to be moved.

UEs being moved from one CN node are stopped from registering to the same CN node again by an O&M command in BSCs and RNCs connected to the pool. UEs moving into a pool area may also be stopped from registering into a CN node being off-loaded in the same manner.

In network configurations using MOCN network sharing, re-distribution is always done between CN nodes within the same CN Operator. This is ensured by each CN Operator using his own unique null-NRI. The RAN node is preconfigured with the null-NRIs for the different CN Operators, and it uses the null-NRI to select a CN node within the same CN Operator.

A CN node should ensure that move operations does not overload the network. BSCs and RNCs shall be able to handle situations where several CN nodes are off-loaded simultaneously.

*****************************************************************************
New 4.n
Deployment of multiple dedicated CNs

The functionality for Intra-domain connection of RAN nodes to multiple CN nodes allows for deploying multiple dedicated CNs for a PLMN, e.g. one CN for general usage and one for MTC UEs.

The Network Resource Identifiers are coordinated to identify a specific dedicated CN, comparable to MOCN deployments. This enables the NAS Node Selection Function in RAN to select a CN node from the proper dedicated CN for UEs that have a valid temporary ID allocated by the dedicated CN. The NAS node selection functions of the CN nodes are configured to select only CN nodes from the same dedicated CN, comparable to MOCN deployments for non-supporting UEs.

Each dedicated CN may consist of one or more CN nodes for a specific service area. The allocation of the UEs to the different CNs depends on UE characteristics, like certain UE capabilities or on specific subscription information. Each separate CN may scale independently in capacity and service area. A UE that registers with IMSI or with a temporary ID that was allocated by a different PLMN may require a re-direction to a CN node from another dedicated CN, which is accomplished by the Load Re-Distribution functionality.
Annex 2 – TS 23.401 clauses that would need updates

New 4.3.n
Deployment of multiple dedicated CNs
New 4.3.n.1
General
The “Functionality for Connection of eNodeBs to Multiple MMEs” allows for deploying multiple dedicated CNs for a PLMN, e.g. one CN for general usage and one for MTC UEs.

The MME codes are coordinated to identify a specific dedicated CN. This enables the MME selection function in the eNB to select an MME from the proper dedicated CN for UEs that have a valid temporary ID allocated by the dedicated CN. The CN node selection functions of the MMEs are configured to select only CN nodes from the same dedicated CN for any handover.

Each dedicated CN may consist of one or more MMEs for a specific service area. The allocation of the UEs to the different dedicated CNs depends on UE characteristics, like certain UE capabilities or on specific subscription information. Each separate CN may scale independently in capacity and service area. A UE that registers with IMSI or with a temporary ID that was allocated by a different PLMN may require a re-distribution to an MME from another dedicated CN, which is accomplished by the Re-Distribution function.
New 4.3.n.2 Re-Distribution Function

When multiple dedicated CNs are deployed, re-distribution of UEs may be initiated by an MME that determines that a specific UE should be served by another dedicated CN, e.g. during attach by a UE that was never allocated to one of the dedicated CNs or due to change of conditions that determine the association with a specific dedicated CN, like changed subscription information. The dedicated CN is determined from subscription information.
When the MME receives a TAU or Attach request, it performs the common procedures and allocates a GUTI with a null-MMEGI to the UE. When multiple dedicated CNs are deployed, there is a specific null-MMGEI for each dedicated CN. The MME code is the same as of the MME’s GUMMEI. After that procedure the UE will receive normal service from the MME. At the next TAU the MME selection function of the eNB selects a new MME belonging to the CN identified by the null-MMEGI. The new MME performs common inter MME TAU procedure and allocates a GUTI from its common code space. From that point in time the UE is served by the wanted dedicated CN and remains in that CN as long as coordinated temporary IDs are allocated to the UE and used by the UE. The time until the TAU procedure for re-distribution may be reduced by allocating a non-broadcast TA or a short periodic TAU timer to the UE.

In CS domain the non-broadcast LAI will cause the terminal to immediately send a new Location Update, which the RAN node then will route to a new MSC due to the null-NRI. In the PS domain, a new Routing Area Update is triggered by setting the periodic routing area update timer to a sufficiently low value (recommended value is 4 seconds) in the accept message. The UE will shortly after send a new Routing Area Update that the RAN node then will route to a new SGSN due to the presence of a null-NRI.

*****************************************************************************
4.3.8.3
MME selection function

The MME selection function selects an available MME for serving a UE. The selection is based on network topology, i.e. the selected MME serves the UE's location and for overlapping MME service areas, the selection may prefer MMEs with service areas that reduce the probability of changing the MME. When a MME/SGSN selects a target MME, the selection function performs a simple load balancing between the possible target MMEs.

When an eNodeB selects an MME, the eNodeB may use a selection function which distinguishes if the GUMMEI is mapped from P-TMSI/RAI or is a native GUMMEI. The indication of mapped or native GUMMEI shall be signalled by the UE to the eNodeB as an explicit indication. The eNodeB may differentiate between a GUMMEI mapped from P‑TMSI/RAI and a native GUMMEI based on the indication signalled by the UE. Alternatively, the differentiation between a GUMMEI mapped from P-TMSI/RAI and a native GUMMEI may be performed based on the value of most significant bit of the MME Group ID, for PLMNs that deploy such mechanism. In this case, if the MSB is set to "0" then the GUMMEI is mapped from P-TMSI/RAI and if MSB is set to "1", the GUMMEI is a native one. Alternatively the eNodeB makes the selection of MME only based on the GUMMEI without distinguishing on mapped or native.

When an eNodeB selects an MME, the selection shall achieve load balancing as specified in clause 4.3.7.2.
When multiple dedicated CNs are deployed, the MME selection function differentiates mapped and native GUMMEIs per dedicted CN. So that for a UE that presents a GUMMEI belonging to a specific CN the eNB selects an MME from the same CN. For GUMMEIs that are not associated with a specific dedicated CN and when the UE doesn’t present a GUMMEI the eNB selects an MME from the default CN.

*****************************************************************************
4.3.10
Functionality for Connection of eNodeBs to Multiple MMEs

An eNodeB may connect to several MMEs. This implies that an eNodeB must be able to determine which of the MMEs, covering the area where an UE is located, should receive the signalling sent from a UE. To avoid unnecessary signalling in the core network, a UE that has attached to one MME should generally continue to be served by this MME as long as the UE is in the radio coverage of the pool area to which the MME is associated. The concept of pool area is a RAN based definition that comprises one or more TA(s) that, from a RAN perspective, are served by a certain group of MMEs. This does not exclude that one or more of the MMEs in this group serve TAs outside the pool area. This group of MMEs is also referred to as an MME pool.

To enable the eNodeB to determine which MME to select when forwarding messages from an UE, the eNB uses the MME selection function (see clause 4.3.8.3). A routing mechanism (and other related mechanism) is defined for the MMEs. The routing mechanism is required to find the correct old MME (from the multiple MMEs that are associated with a pool area). When a UE roams out of the pool area and into the area of one or more MMEs that do not know about the internal structure of the pool area where the UE roamed from, the new MME will send the Identification Request message or the Context Request message to the old MME using the GUTI. The routing mechanism in both the MMEs and the eNodeB utilises the fact that every MME that serves a pool area must have its own unique value range of the GUTI parameter within the pool area.
As a deployment option, the multiple MMEs connecting to an eNB may serve different dedicated CNs, e.g. one for common usage and another one for MTC. In such a deployment, specifically when mobility with GERAN or UTRAN is deployed, the MME codes are coordinated between the different CNs to ease network configuration as the MME codes are mapped to NRIs during idle mode mobility to GERAN/UTRAN and used by the RAN for routing to the UE’s dedicated CN.

