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1 Introduction

Some guiding principles for the R00 architecture are lacking (e.g. no formulated and agreed text). It is therefor proposed that the main guiding architecture principles are captured in a new chapter in the new TR "Architecture Principles for R00". 

2    General

GSM/UMTS R’00 shall allow operators to evolve their current business and networks from their present positions. In this respect the business models and offered services as well as network infrastructures (network types, topologies, transport arrangements etc) vary greatly between operators. Consequently all operators are not expected to select the same transport technology, nor are all operators expected to select a single transport technology for all services. Thus the R'00 architecture shall allow operators to utilise their existing and new transport networks as well as it shall allow operators to migrate towards a common (e.g. ATM or IP) transport NW for all services.

See Annex A for some more detailed migration scenarios.

2     ProPOSAL

It is proposed to add a new subchapter (Architecture Principles) in the Architecture chapter of the new TR "Architecture principles for R00".

It is further proposed that Transport independence is added as one of the architecture principles.

Proposed Text begins

X.x Architecture Principles

Transport Independence: The GSM/UMTS CN architecture shall be independent of the underlying transport mechanism (e.g. STM, ATM or IP) further more the operators shall have the freedom to utilise a single or any combination of transport technologies.

End Proposed Text

Annex A

The following chapters describe three scenarios for how a R’99 network can be migrated into a R’00 network and also how such a migrated network can operate over different transport technologies, using the Server/Media Gateway architecture. It should be noted that in reality an operators overall network would often include a combination of all the different principles illustrated in these three scenarios.

For simplicity certain aspects (e.g. signalling) of packed mode communication and the provision of IP based services have been omitted. For the same reason details about signalling and signalling networks have also been omitted. Figure 4, however, illustrates the principles for the overall signalling network in a mixed IP and “traditional” telecom environment.

A1   Scenario 1: Evolving an AALn/ATM based R’99 core network

This scenario deals with a situation where the operator has deployed an AALn/ATM transport infrastructure for his GSM/UMTS core network. In a R’99 perspective the MSCs as well as the GPRS IP backbone operates over this AALn/ATM infrastructure as illustrated in figure 1.

The R’00 additions here consist of the MSC Servers and Media Gateways (MGW) (as well as evolved GPRS and other network equipment for provision of IP based services). The transport arrangement in UTRAN and over the Iu is still AALn/ATM based. The MGWs interconnects with UTRAN and the R’99 MSCs over AALn/ATM while STM/TDM is used on the PSTN/ISDN side. The ISUP trunks to/from PSTN/ISDN and the R’99 MSCs as well as the Iu user plane connections all terminate in the MGW while the corresponding call control signalling (Iu CC, ISUP, BICC (see note 3)) terminates in the MSC/GMSC Servers.
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Figure 1
Note 2: The MGW includes functions for terminating STD/TDM types of interfaces. A BSS would in many cases be connected to an MSC Server/MGW over such an interface rather than over AALn/ATM, as indicated in figure 1.

Note 3: ISUP or other NNI (e.g. BICC)

A2   Scenario 2: Migrating an STM/TDM based R’99 network towards an IP based core network

This scenario deals with a situation where the operator relies on a STM/TDM transport for provision of R’99 circuit mode services while for the R’00 expansion a common, QoS enabled, carrier class IP backbone is used, running over “any” layer 1/2 technology as illustrated in figure 2. In this example AALn/ATM is still used in UTRAN and over the Iu.

In addition to the QoS enabled IP backbone the R’00 add ons in this example consist of the MSC Servers, MGWs. The MGWs interconnects with PSTN/ISDN and the R’99 MSCs over STM/TDM. IP is used for the communication between the MGWs .

The ISUP trunks to/from PSTN/ISDN and the R’99 MSCs as well as the Iu user plane connections all terminate in the MGW while the corresponding call control signalling (Iu CC, ISUP, BICC (see note 3 above)) terminates in the MSC/GMSC Servers.
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Figure 2

A3   Scenario 3: Migrating an STM/TDM based R’99 core network towards an “all IP” network

This scenario is identical to scenario 2 above with the difference that IP is used as transport technology also in UTRAN (or parts of it), including over the Iu. Another difference is that the MGWs are not drawn separately but instead the option to collocate the two MGWs is shown.
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Figure 3

Note 4: The MGW includes functions for terminating STD/TDM types of interfaces. A BSS would in many cases be connected to an MSC Server/MGW over such an interface rather than over IP, as indicated in figure 3.

A4   Signalling Network Overview

Figure 4 illustrates the principles for the overall signalling network in a mixed IP and “traditional” telecom environment. A new set of protocols, developed by the IETF SIGTRAN WG, allows No7 User/Application Parts to be carried over IP. Gatewaying between the traditional No7 signalling network and the new IP signalling bearers is provided by the Signalling Gateway (SG).

This combined signalling network allows network functions to be implemented on IP hosts and still be able to communicate with network elements (NE) connected to the traditional No7 signalling network by means of existing (and new) No7 User/Application Parts.
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Figure 4 Signalling network principles
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