3GPP TSG-SA WG2#10 
29 November – 3 December 1999
Abiko, Japan
S2-99D03

Agenda Item:


Source:
Motorola

Title:
QoS Max SDU size

Document for:
Discussion

___________________________________________________________________________

Introduction

3G TS 23.107 v3.0.0 currently specifies a maximum UMTS SDU size of 1500 octets. However, there is significant debate on whether this is a reasonable constraint. This paper discusses some of the basic issues concerning this parameter and offers proposals to help bring closure to this issue.

Discussion

GPRS Max N-PDU Size

In the User Plane for GPRS the GGSN has two independent IP instances in the overall stack. The lower one is used between the GGSN and the SGSN and uses some kind of L2/L1. It is the upper one between the MS and GGSN that has a maximum N-PDU size of 1500 (according to GSM 03.60). GTP does not perform any segmentation of user data. It is left to IP to do any necessary IP fragmentation (GSM 09.60). Let’s assume the L1 is Ethernet and therefore constrains the IP MTU to 1500 octets. If a PDP-PDU is 1500 octets (or close to it) then the N-PDU size, i.e. the PDP-PDU with the GTP header, will exceed the IP MTU of the physical link and will therefore be fragmented via the lower IP. Therefore, it is important to differentiate the sizes of the N-PDU and the PDP-PDU. This observation should also be addressed in 23.107.

UMTS Max SDU Size

In the User Plane for UMTS from an IP perspective there are two physical transports to deal with: 

1) ATM over the Iu-PS interface. The IP MTU in this case is 9180 octets (RFC 2492).

2) Some L2/L1 over the Gn interface.

If the L2/L1 over the Gn interface is AAL5/ATM then the IP MTU from UE to GGSN is 9180 octets. If Ethernet is in the path the IP MTU is 1500 octets. Therefore, for Ethernet the negotiated maximum SDU size should be less than 1500 octets. However, if Ethernet is not in the path it may not be reasonable to constraint the maximum UMTS SDU size to 1500.

Path MTU Discovery

In IPv4 it is desirable to avoid IP fragmentation within the UMTS system. In IPv6 the burden of the fragmentation is on the source of the IP datagram. The minimum IP MTU is determined by the Path MTU Discovery procedure. IPv4 also allows Path MTU Discovery. Therefore, some IP MTU needs to formulated for the hop between the UE and the GGSN. The IP MTU for this hop should probably be equivalent to the negotiated maximum SDU size.

Delay and SDU size

For larger SDU sizes, the store-and-forward delay introduced at the radio interface can dominate total end-to-end delay in an IP connection. This is especially unfavorable for low delay applications, e.g. applications utilizing the Conversational traffic class. This is the case even if the packets are given a higher queuing priority since the delay mostly consists of the time it takes to transmit larger SDUs over the air. 

In the IP world larger MTU sizes increase the efficiency of bulk data transfers by reducing the overhead of IP headers. Therefore larger SDU sizes may benefit applications performing high delay, bulk data transfers, e.g. Background traffic class applications. However, there is the risk that the entire IP datagram will be lost if a single segment of the SDU is lost over the air. Compounding the problem, a TCP application would likely try to resend the entire IP datagram which would need to be resent over the radio interface. Therefore, it is suggested that strong data protection and high reliability QoS attributes be utilized to prevent this occurrence. Another consideration is that of mobility. The retransmission of an entire SDU over the air will likely result from a Handover procedure.

It may be desirable to ensure that QoS negotiation mechanisms correlate the maximum SDU size (and therefore the IP MTU size) with the QoS Delay and Traffic Class requirements.

Proposals

1) GSM 03.60 should reflect the maximum PDP PDU size

2) The absolute maximum SDU size should not be constrained by the legacy Ethernet 1500 octet rule. Perhaps it should be somewhere between 1500 and 9180.

3) A distinction between IP MTU and maximum SDU size needs to be added to 23.107. To avoid IP fragmentation the negotiated maximum SDU size should always be smaller than the IP MTU for the UE/GGSN hop. The IP MTU could be as large as 9180 octets for all ATM IP transport or as small as 1500 for Ethernet. The calculation of the maximum SDU size should take into account encapsulation overhead within the UMTS system.

4) There should be a mechanism for calculating the IP MTU for the UMTS hop for the Path MTU Discovery procedure as well as the maximum SDU size. These two values are dependent upon the other QoS attributes for a PDP context; in particular these include the delay, reliability, and traffic class attributes.

Annex A - Concepts

UMTS SDU

TS 23.107 currently defines Maximum Service Data Unit (SDU) size as “the maximum allowed SDU size” within the context of UMTS Bearer Services Attributes. There is an editorial note indicating “The maximum SDU size is used for admission control and policing”.

MTU

In the IP world there exists the concept of Maximum Transfer Unit (MTU) which essentially describes the maximum size of a datagram that may be sent via a physical transport, e.g. Ethernet. The historically magic number of 1500 octets comes from the maximum MTU size specified in the Ethernet specifications.

GPRS PDUs

GPRS defines the following (Packet Data Units) PDUs:

· PDP PDU: The PDU as seen by the PDP contexts in the MS and the GGSN

· GTP PDU: This is the PDP PDU with the GPRS Tunneling Protocol (GTP) encapsulation header.

· N-PDU: This is a general reference to the PDP-PDU and any encapsulation overhead associated with it for transport within the GPRS system.

GSM 03.60 states: 

The PDP PDUs shall be routed and transferred between the MS and the GGSN as N‑PDUs. The maximum size of each N‑PDU shall be 1 500 octets. When the MS or the GGSN receives a PDP PDU that is not larger than the maximum N‑PDU size, then the PDP PDU shall be routed and transferred as one N‑PDU. When the MS or the GGSN receives a PDP PDU that is larger than the maximum N‑PDU size, then the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation.

IP Fragmentation IPv4

In IPv4 fragmentation occurs when an IP datagram is larger than the next hop MTU size. Fragmentation involves segmentation of the original IP datagram but with IP headers added to each segment. The fragments travel all the way to the ultimate destination before they are reassembled. It is a well accepted fact within the Internet community that IP fragmentation is very undesirable.

Path MTU Discovery

From RFC 1191:

The basic idea is that a source host initially assumes that the PMTU of a path is the (known) MTU of its first hop, and sends all datagrams on that path with the DF bit set.  If any of the datagrams are too large to be forwarded without fragmentation by some router along the path, that router will discard them and return ICMP Destination Unreachable messages with a code meaning "fragmentation needed and DF set" [7].  Upon receipt of such a message (henceforth called a "Datagram Too Big" message), the source host reduces its assumed PMTU for the path" [and tries again]...
IP Fragmentation Ipv6

In IPv6 the burden of the fragmentation is on the source of the IP datagram. The minimum MTU is determined by Path MTU Discovery. IPv6 also allows tunneling via IPv6 if segmentation must occur.

User Planes
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Figure 1: User Plane for UMTS
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Figure 2: User Plane for GPRS
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