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Introduction

During the Inter SGSN RA Update procedure currently used within the ongoing GPRS developments, the requested QoS for an established session should be maintained in order to provide service continuity.  Failure to do this will lead to poor end-user perceived quality of service.  This was discussed within Td 544 at the previous SA2 meeting (Hazlet July 1999).

This paper has made some calculations on the delays and break in service that are likely to occur if the current inter SGSN RA update mechanisms are re-applied for real time QoS. The attached calculations, based on a number of assumptions, show that an approximate delay of 880 ms is caused by the Inter SGSN RA Update procedure, which is far from being acceptable.

Proposal

Further studies should be carried out in order to determine a solution to ensure that the requested QoS requirements can be maintained during the Inter SGSN RA Update whether the QoS based GPRS network mechanisms are applied to UMTS (UTRAN), GSM or EDGE.

 Inter SGSN RA Update
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Figure 1 illustrates the Inter SGSN RA Update procedure. Additional comments appear on top of the call flow in order to emphasise significant changes in the traffic data transfer.

At a user point of view (MS node), the data transfer is interrupted straight after the RA Update Request (stage 1) since the MS is not able to send or receive data to/from the BST located in the cell contained in the old RA (managed by the old SGSN).

1 Approximate Delay

The data transfer is suspended until the Routing Area Update Complete message (stage 16 in figure 1) is sent by the MS to the new SGSN.

Therefore, the delay is caused by the transfer of the signalling messages (all flows shown in figure 1 except for stage 6) and the processing time at the different nodes of the GPRS network.

1.1 Message Transfer

The most significant delay is encountered when MAP messages are exchanged between the SGSN and the HLR. Indeed, the MAP messages are transferred over a 64kb/s link using the SS7 standard.

The standard format of a SS7 Message Signal Unit is shown below in figure 2.
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The maximum length of a MAP signalling message is therefore 279 octets including 272 octets of signalling information (Signal Information Field) (It should be noted that many MAP messages are not this size, however as a approximation a rough figure for signalling delay can be estimated).

If each MAP message used in the Inter SGSN RA Update procedure is assumed to be 279 octet long, then it would take approximately 35 ms to transfer each of them.

In figure 1, Security Functions (stage 4) consist of the Authentication procedure. This procedure is represented in detail in figure 3 as follows.


Therefore, during the Inter SGSN RA Update procedure, 8 different MAP messages are exchanged between one of the SGSNs and the HLR. Then the total delay incurred by the transfer of MAP signalling messages is 280 ms.

This delay does not take into account the processing time at each node of the network.

1.2 Processing Time

Indeed, as already mentioned, the delay can be increased by considering the processing time at the nodes.

If the processing time at the nodes is assumed to be 50 ms and, in some cases, 100 ms (though it could be greater under congestion conditions), then the delay is increased by 600 ms as shown below in figure 4.

In bold, appears the processing delay at different nodes in the network.


1.3 Summary

The delays discussed previously are shown on a per node basis in table 1.

REQUEST PROCESSED AT

OR

MAP MESSAGE SENT FROM
TRANSFER

DELAY
PROCESSING

DELAY
TOTAL

DELAY

MS
N/A
100 ms
100 ms

new SGSN
105 ms
100 ms
205 ms

old SGSN
35 ms
100 ms
135 ms

GGSN
N/A
50 ms
50 ms

HLR
140 ms
250 ms
390 ms

TOTAL

DELAY
280 ms
600 ms
880 ms


2 Typical Scenario

The above analysis were carried out ignoring a number of parameters that could more or less influence the delay incurred by the Inter SGSN RA Update procedure.

First of all, congestion can increase processing time as it will build up queues at the nodes and therefore creates additional delay in processing requests or in forwarding user data.

Another issue is the distance between the user and the HLR. The delay calculated in the previous paragraph does not consider the routing of MAP signalling messages via STPs (Signal Transfer Point).

Basically, in the case of a roaming user, the given SGSNs could be located in a foreign country whereas the HLR would be implemented in the home network.

The MAP signalling messages will have to be routed via a number of STPs before reaching their destination. Therefore, additional delay will be created due to routing process at the STPs.

Although the GPRS backbone network provides a much greater transmission speed than the SS7 links, the transfer of signalling messages between the concerned GSNs presents nevertheless some delay.

Similarly, the transfer of signalling information over the LLC connection (i.e. between the MS and the new SGSN) results in significant delay to be added since this link operates at 9Kb/s.

3 Conclusions

Based upon these approximate calculations it is apparent that a major part of the break in user data flow during the inter SGSN RA update is due to the overall mechanism used to change serving SGSN.  

The current inter SGSN mechanisms which:
-
involve a long distance signalling network (SGSN to HLR), 
-
require cancellation and update of location (the delay caused by passage of signalling between HLR and SGSN for ISD, authentication etc),
-
requireme the GGSN to change PDP from old SGSN to new SGSN,
all mean that the delay and break to service during change of SGSN for certain QoS classes will not satisfy the end user requirements.

QoS is being developed within R99 GSM/UMTS which may be applied by operators using GSM, EDGE and UMTS.  Failure of the evolved GPRS network elements to satisfy the overall QoS requirements (during inter SGSN RA update) will mean that many QoS features cannot effectively be offered. The current SRNS relocation mechanism within the UTRAN does ease some of the impacts of the inter SGSN RA update procedure, however the impacts of signalling within the Core Network (between SGSN, GGSN and HLR) will still lead to delay/break in service which will be unnacceptable for real time QoS.

The impacts of trying to achieve inter SGSN RA update between 3G and 2G and 2G and 3G also need to be considered.

4 Proposals

Based upon these aspects the following proposals are made:

1.
The following text be included within section 4.3 ‘Technical Requirements for QoS’ of 23.907:
-
User QoS requirements shall be satisfied by the system, including when change of SGSN within the Core Network occurs.

2. The following text is inserted into the new section of 23.907 agreed at the Hazlet meeting discussing the impact of MS mobility on the QoS architecture.

‘Support of QoS within the GSM/GPRS R99 network will require enhancements to the standard to enable QoS requirements to be maintained when mobility of the UE requires a change of serving elements within the network (e.g. change of BTS/BSC or nodeB/RNS, and SGSN).

QoS requirements (especially those for classes such as Converstaional and Streaming) shall be maintained during inter SGSN RA Update (note: Pre R99 inter SGSN RA update mechanisms involving C7 signalling to the HLR, GGSN will not satisfy some QoS classes identified).’
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Figure 1. Inter SGSN RA Update
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Figure 2. Message Signal Unit
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Figure 3. Authentication Procedure
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Figure 4. Processing Delay
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