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1. Introduction

As pointed out in [1], the bitrate attributes specified in [2] lack a firm definition. The intention of this document is to stimulate further discussion on the issue, in order to come closer to an agreed definition. This document includes some opinions, but has no concrete proposal, since time has not permitted a thorough analysis of the alternatives.

2. Requirements on Bitrate attributes

As for all bearer service attributes, the bitrate attributes and their definition must fulfill certain requirements. The attributes should be:

· Non-ambiguous. There should be no risk for different interpretations at the two sides of a SAP.

· Measurable. The entity sending SDU over a SAP, as well as the entity receiving the SDU should be able to measure whether the source conforms to the negotiated bitrate.

· Intuitive. The bitrate definition should be aligned with the ‘normal’ understanding of a bitrate. No mathematics or graphics should be needed to explain the bitrate.

· Possible to set for an entity outside UMTS. They should be mapable to existing external QoS concepts.

· Useful for setting parameters within UMTS. An attribute is only meaningful if it expresses an aspect of QoS that can be realized with the means available to UMTS.

3. Some Alternatives for defining bitrate attributes

6.2 Hopping time window 

Described in [1]. Bitrate equals the number of bits in SDUs submitted over the SAP during a window, divided by the window size (X sec.). The window hops X sec. between measurements. Then windows must be synchronized between sender and receiver, and it may be critical if an SDU arrives just before or just after the border between two windows. This is not an attractive alternative.

6.3 Sliding time window

Bitrate equals the number of bits in SDUs submitted over the SAP during a window, divided by the window size (X sec.). But now the window slides with a fine granularity, and the bitrate can thus also be calculated with the same fine granularity in time. Then the measurement windows need not be synchronized. The conformance should hold for an arbitrary position of the window.

6.4 Hopping SDU window 

Bitrate equals the number of bits in SDUs submitted over the SAP during a window, divided by the window size. Here, the window size is dynamic and defined as the time between the last SDU and the Nth last SDU. For example, setting N=2 means that the bitrate equals the size of the last SDU, divided by the time between the last and the second last SDU.

6.5 Token bucket algorithm

Described in [1]. Here, the starting point is a conformance test rather than a bitrate definition. The source submits SDUs and thereby empties a bucket, which is continuously refilled according a ‘token rate’. The source conforms to the negotiated attributes as long as the bucket is non-empty. It is always conformant as long as it generates a bitrate (defined according to the “hopping SDU window’ with N=2) not exceeding the token rate. The source may also be conformant with a higher temporary rate, to an extent implicitly determined by the ‘bucket size’.

4. Discussion

First of all, the ‘hopping time window’ solution is not attractive and will not be discussed further.

One observation is that the alternatives can in fact be viewed as being rather similar. They rely on one rate value related to the speed of the data transfer, and another parameter that deals with the allowed burstiness. The window/bucket size are expressed in [seconds], [no. of SDUs] and [bits] respectively, but the essential function is similar: a larger window/bucket allows higher degree of burstiness from the source. Interpreted this way, the difference between definitions is not of principal nature.

The token bucket algorithm has a disadvantage in being slightly more non-intuitive. Due to the type of memory built into the bucket, it is unnecessarily difficult to explain and understand. For a given set of token bucket attributes, there will still be a need to translate it to a ‘bitrate’ according to some definition.

A separate issue, applicable to all alternatives, is whether the window/bucket size needs to be negotiated per bearer service, or if it can be fixed for all bearer services. By having it negotiable, one can use it for source behavior description, but on the other hand the attribute set is extended, and its UMTS-internal usefulness is still to be shown, and it is also doubtful whether external entities are generally able to set such a value. To have it fixed is simpler, but requires that this fixed value is selected with great care. Perhaps a decent alternative is to have one fixed value per traffic class, since a higher degree of burstiness can typically be tolerated for the streaming class than for the conversational class.

Finally, it is also relevant to discuss what solutions are needed for release ’99, and what can wait until further releases. Considering the standardization time schedule, simplicity should be a key feature in the selected solutions.
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