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1 Introduction
Local breakout and service continuity are important requirements as stated in [1]. This contribution discusses possible solutions to satisfy these requirements. 
2 Discussion

As stated in [1], local breakout requires user’s data flow go out from local gateway, without travelling back to its home network, or the network it switched from. 

Service continuity requires that service can be provided continuously without interruption, restart and re-authentication.

To make the route better optimized (i.e. to satisfy the local breakout requirement), the best way is change the service IP address according to the network topology. But this is contradictory with service continuity, because without the intervention of End User, most of the services would be disconnected after the change of IP address.

There are 2 categories of solutions to solve this contradiction: option 1 is to do the mobility management in upper layer; option 2: to solve the problem in IP layer or lower layer.

Option 1: Upper layer solution to satisfy LB&SC

Benefits of option 1 include that it tolerates topology changes. IP addresses can be changed according to the network topology, i.e. the requirement of local breakout is best satisfied. After IP address change, the upper layer will inform the correspondent nodes to update the communication address. It supports local breakout naturally.
Solutions may be in application layer or transportation layer. Examples of these types of solution include mobile IMS, to support handover among IP access networks, e.g. from 3GPP to WLAN, or from 3GPP to fixed network. Since there’s no interworking among these systems, application layer solution is the only way to keep service continuity. 
Drawbacks of upper layer solution includes: it needs every application to support mobility. Besides, mobility in application layer is out the scope of discussion of SAE, and it’s not network controlled (it’s peer to peer). It is not preferred unless the lower layer does not support mobility.
Option 2: solutions in IP or lower layer

To keep service continuity in IP or lower layer requires that the IP address unchanged during the life time of one session, or the change of IP address can be informed to the correspondent peer node by some mechanism.
Generally, the MM protocol can be categorized as: MM with IP change, and MM without IP change. GTP based MM protocol is MM without IP change; Mobile IP is MM with IP change.
Service continuity is not an issue for option 2 solutions, because, solutions in this category put service continuity at first priority. The UE doesn’t seem to be moving from the eyes of the correspondent node, when it’s switching from one access point to another. Here, the question is how to satisfy the local breakout requirement.
MM without IP change
GTP-based solution belongs to this category. It’s widely used in current 3GPP system (legacy), but it’s also well known for its route detour. 
There are several ways to optimize GTP-based MM, one is to reattach while UE is in idle state. But we should note that even if in idle mode, there may be on-going services alive in the UE, e.g. an IMS session held on by user (see [1]). If reattached, these on-going services will be disrupted. 
Another trade-off is to keep IP address for on-going services unchanged, while choose local IP address for newly started services. This solution better supports service continuity, but local breakout is worse supported. Furthermore, this solution needs the network (MME or UPE) to decide which IP bearers can be reattached, which should be kept, this may not be easy to determine.
MM with IP change

MIP is one typical example of these types of protocols. Mobile IPv6 not only supports service continuity as GTP-based MM protocols do, mobile IPv6 also supports routing optimization. The routing optimization of mobile IPv6 can reach the performance similar to that of the mobility in transport or application layer. 
The handover latency of mobile IP has been challenged by some people, we compared the MIP based handover procedure with GTP-based ones, and we found that there’s little difference of these two procedures. See the following figures.
Figure 1 is the data path before handover, during handover, and after handover. For GTP based handover, there’s no routing optimizations, that is, only dotted lines apply; for MIP based handover, routing optimization is possible, that is, all lines in figure 1 apply.
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Figure 1: intra LTE handover with MME/AGW change
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Figure 1: MIP based intra LTE handover with MME/AGW change
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Figure 2: GTP based intra LTE handover with MME/AGW change

The above two procedures have the same steps from step 1 to step 12. The only difference is that in figure 1, step 15 is the routing update between UE and A-AGW and its correspondent nodes; but in figure 2, step 13 is the routing update between ns-AGW and A-AGWs. The forwarding tunnel between os-AGW and ns-AGW in figure 1 will forward packets before the success of routing update of MIP. From the above 2 figures, it’s obvious that mobile IP will not add latency to handover procdure.
3 Conclusion

From the above discussion, we can see that mobile IPv6 is the most preferable protocol to satisfy the simultaneous support of local breakout and service continuity.
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